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ABSTRACT

MULTI-SLAM SYSTEMS FOR FAULT-TOLERANT
SIMULTANEOUS LOCALIZATION AND MAPPING

FEBRUARY 2024

SAMER B. NASHED

B.A., SWARTHMORE COLLEGE

M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Roderic Grupen and Professor Shlomo Zilberstein

Mobile robots need accurate, high fidelity models of their operating environments in

order to complete their tasks safely and efficiently. Generating these models is most often

done via Simultaneous Localization and Mapping (SLAM), a paradigm where the robot

alternatively estimates the most up-to-date model of the environment and its position rela-

tive to this model as it acquires new information from its sensors over time. Because robots

operate in many different environments with different compute, memory, sensing, and form

constraints, the nature and quality of information available to individual instances of differ-

ent SLAM systems varies substantially. ‘One-size-fits-all’ solutions are thus exceedingly

difficult to engineer, and highly specialized systems, which represent the state-of-the-art for

most types of deployments, are not robust to operating conditions in which their assump-

tions are not met. This thesis seeks to investigate an alternative approach to these robustness

and universality problems by incorporating existing SLAM solutions within a larger frame-

work supported by planning and learning. The central idea is to combine learned models

vii



that estimate SLAM algorithm performance under a variety of sensory conditions, in this

case neural networks, with planners designed for planning under uncertainty and partial ob-

servability, in this case partially observable Markov decision problems (POMDPs). Models

of existing SLAM algorithms can be learned, and these models can then be used online

to estimate the performance of a range of solutions to the SLAM problem at hand. The

POMDP policy then selects the appropriate algorithm, given the estimated performance,

cost of switching methods, and other information. This general approach may also be ap-

plicable to many other robotics problems that rely on data-fusion, such as grasp planning,

motion planning, or object identification.
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CHAPTER 1

INTRODUCTION

Robots spark our imagination and curiosity, while also providing the potential to help

people with significant challenges in their daily lives. Robots could handle many hazardous

or monotonous jobs or be employed in jobs for which there is a shortage of dedicated

human workers, such as eldercare. Many industries are already using robots or preparing

to augment their work forces with robots, including agriculture, transportation, security,

rescue, resource extraction such as mining and logging, space exploration, maintenance

and custodial services, and construction. Although different on the surface, these tasks

require robots to possess a common set of capabilities. For mobile robots — robots that

can move around using wheels, legs, wings, fins, rotors, or other forms of locomotion —

one such essential ability is the creation of models of the robot’s operating environment

that support safe and efficient navigation. A corollary to this requirement is that robots

must be able to localize relative to this model. We call these two problems mapping and

localization, respectively, and they are often executed simultaneously as a robot explores

a new environment or updates an existing model. This process is known by the acronym

SLAM, for Simultaneous Localization And Mapping. Although state-of-the-art SLAM

systems have evolved considerably since their inception in the 1980s, new approaches to

situated decision making like SLAM remain one of the most challenging obstacles to long-

term deployment of robust mobile robotic systems.

In general, there are three primary challenges SLAM systems must overcome. The first

is computational complexity. Computing the exact maximum likelihood estimate for all of

a robot’s prior locations (known as trajectory estimation) is O(n3) since it involves a ma-
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trix inversion. Here, n represents the number of points in time for which we want location

estimates and is typically in the thousands for deployments longer than a few minutes. Ap-

proximate solutions are, therefore, the state-of-the-art and approximation always involves

marginalizing some variables – the choice of which describes the variation in approaches.

The second is robustness to sensor noise. Sensors, actuators, and the robot’s prior be-

liefs about the world are all imperfect. Signals from modern sensors often contain random

noise, perturbations, or corruption with respect to the ground truth signal. These defects

in the signal can be caused by small imperfections in the hardware, by quantization er-

ror as analog signals are converted to digital ones, or by the internal model of the sensor

which does not perfectly describe the physics of the interaction between the sensor and the

environment it is sensing. Sometimes this noise follows a known distribution, but often

it deviates in extreme, unpredictable ways, which can make estimating the probability of

sensing a particular value difficult. Imperfect models and noisy sensing, combined with the

inability to accurately model even the distribution from which a noisy signal may be drawn,

make higher-level inference problems such as robot localization extremely challenging.

The third is partial observability. Sensor information is typically incomplete. The field

of view and resolution of cameras and depth sensors is limited and important features of

an environment may be out of view due to these limitations or due to environmental dy-

namics such as occlusion, lighting, or weather. Moreover, data from sensors is temporally

constrained to represent a single moment in time, whereas the models built by SLAM must

represent the world at any time. Learning and applying higher level concepts to form prior

beliefs or resolve ambiguities is one of the most widely adopted methods for addressing

partial observability. Many potentially useful priors about the world — for example, the

vast majority of buildings have a continuous, closed outer wall — are difficult to represent

explicitly and are challenging to learn. This limitation also affects lower-level processes.

For instance, a robot may view an open doorway, leave the area, and then later return to

view the same doorway with the door closed. The change in appearance may be substantial
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depending on the sensor, which can cause the robot to calculate a low probability that the

two sensor readings correspond to the same physical location. Humans may use knowledge

about how doorways operate and the fact that they may exist in a range of closed and open

configurations to help us solve this problem. They may also use additional information

available in the scene or as prior knowledge to help reduce the set of reasonable hypothe-

ses. Robots, however, often lack this kind of background knowledge in the form of prior

beliefs about the dynamics of their operating environment and the objects within it, since

these concepts are challenging to define mathematically.

Throughout this thesis, a distinction will be made between SLAM algorithms, which

are the individual building blocks represented in Figure 1.1 b), and SLAM systems, which

are collections of individual algorithms, run in parallel or in sequence, that together allow

state estimation, represented by Figure 1.1 b) in its entirety. Within a SLAM system there

may be many SLAM algorithms that perform different functions. Modern SLAM research

almost always addresses one or more of the above fundamental limitations (complexity,

robustness, partial observability), and typically focuses on improving a specific component

(algorithm) of an integrated SLAM system that may be swapped in or out in place of

other algorithms. Figures 1.1 a) and 1.1 b) contextualize the role of SLAM systems within

a typical mobile robot’s operating stack and expand on the notion of SLAM systems as

compositions of many SLAM algorithms, respectively. These sub-systems are often highly

specialized to a robot’s particular intended operating environment, sensor payload, and

computation and memory constraints, and the choice of which algorithms to use is made

pre-deployment. However, slight perturbations along these axes can cause catastrophic

failure and indeed predicting such failures is a challenging open research question. Thus,

even as research on each sub-system incrementally relaxes some of the context specificity,

it is clear that universally applicable algorithms, even for narrowly focused sub-systems,

are not on the horizon owing to the diversity of potential operating environments and the

challenges posed therein.
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Figure 1.1: Top: A diagram of a simplified mobile robotics architecture and the role of
the SLAM system within that architecture. Bottom: A detailed diagram of a representative
SLAM system, illustrating how different sub-systems are combined to generate pose esti-
mates and maps. Exteroceptive data is generated from the robot sensing the environment,
while proprioceptive data is generated by the robot sensing itself. The color coding across
both figures is consistent. Ellipses represent further processing of data or components of
the architecture not depicted.
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Specialization is not strictly a negative phenomenon, as performance improvements

are often won through specialization where additional assumptions about the quality and

availability of data and the nature of the operating environment are made. Many specialized

SLAM algorithms have begun to work reliably in limited domains and while these domains

individually represent a tiny fraction of all contexts where we want robot competence, col-

lectively they cover a significant space of possible scenarios. A SLAM system that operates

reliably in all such scenarios could be considered ‘universal’. I hypothesize that choosing

online from a portfolio of SLAM algorithms is a realistic alternative to developing a

single, universal SLAM system. This leads naturally to several more specific questions

that are the focus of this thesis.

1. Can we accurately predict the performance of a specific SLAM algorithm given infor-

mation about current sensor data and the robot’s internal model of the environment?

2. Could we use these predictions to decide which SLAM algorithm would produce the

most accurate localization estimate at a particular time given that there are costs to

switching methods?

3. How do we manage multiple SLAM algorithms simultaneously from both a data per-

spective and an inference perspective? Are there benefits to long-term robot learning

or data-labeling that this system confers?

4. Does such a ‘Multi-SLAM’ system extend the capabilities of robots in terms of the

types of deployments that may be reliably executed without localization failure?

As a high-level example to motivate the spirit of this proposal, consider the following

scenario. A professor is carrying their large dog down a set of stairs in their home. When

the lights are on or there is enough sunlight, the environment affords the professor accurate

estimates for several quantities through their sense of vision. These include the position of

their feet relative to the stairs, their whole body position relative to the top and bottom of the
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stairs, and an estimator of their acceleration (augmenting the cochlear fluid in their inner

ear). These data streams afford accurate enough localization for the professor to navigate

the stairs safely and efficiently. However, given the same task in the same environment but

without the benefit of a well-lit staircase, the professor needs to employ a fundamentally

different algorithm that involves heavy reliance on haptic feedback from their limbs as

they slide their feet to sense the discontinuities between stairs. In low light, they may

use some visual feedback, but they may interpret the images they receive in a completely

different manner. In summary, the task is the same and the agent (professor) is the same,

but the environment has changed such that certain localization affordances are differentially

present across deployments. These differences are substantial enough to require different

behavior (a different algorithm) in order to complete the task safely and efficiently.

The design and implementation of Multi-SLAM systems advanced in this thesis is just

one possible instance of such a system, and leaves many design choices open for future

experimentation. However, the distinction between a mode-switching system like the one

proposed and a more continuous version where different algorithms are always active but

are up-or down-weighted, both of which could be considered Multi-SLAM systems, is

rather minor compared to the difference between SLAM systems that provide the ability

to adapt to sensing conditions online and those that do not. There are, however, several

compelling reasons why mode-switching is likely to be the most performant option for

Multi-SLAM systems in the long run. First, this setup allows existing code to be used

with the least modification. Second, it simplifies the determination of relative data quality

to the ordinal domain rather than the numerical domain. Third, predictive models may

be trained in isolation since they are not coupled to other front-end algorithms. Fourth,

development of specialized SLAM systems can continue in parallel without requiring any

extra experimentation or development prior to use in a Multi-SLAM system.

During the course of the work presented in the earlier chapters, it became very clear

that when SLAM systems succeed, they do so in large part due to specialized assumptions
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about their operating conditions, and thus are very likely to fail when these conditions are

not met. Moreover, there is incredible variety in the SLAM literature, matching the variety

of operating conditions that may be present in the large number of aspirational mobile

robotics applications. Together, these two insights have been the primary motivators for

the development and study of Multi-SLAM systems and their constituent parts.

1.1 Contributions

This thesis presents several contributions to the SLAM literature, which I break down

into two groups. The first group (Chapters 3-6) focuses on SLAM algorithms for robust

perception that aim to mitigate the effects of imperfect information and noisy sensor read-

ings by constructing mathematical models that are more robust to outliers (Chapters 3 and

4), are more efficient at using partial information (Chapters 4 and 6), and can incorpo-

rate top-down guidance in the form of priors or constraints for more accurate and efficient

inference (Chapters 5 and 6). Specifically, this group makes the following contributions:

• Curating Long-Term Vector Maps: Given a reconstruction of an environment,

long-term vector mapping filters out observations from movable entities and curates

a maximum likelihood map of line segments extracted from the remaining observa-

tions, essentially creating a blue print of the environment. This method has a small

memory footprint that scales with the number of features in the environment rather

than the area explored or duration of the deployment. (Published in IROS 2016)

• Localization under Topological Uncertainty for Lane Identification of Au-

tonomous Vehicles: This algorithm uses observations of the environment (lane

markings) and observations of other vehicles on the road to estimate the lane mem-

bership of an autonomous vehicle. This research also does not assume the given map

is perfect, and deals with uncertainty in the topology of the map by employing a
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population of models to reason about whether its current observations contradict the

topological structure given by the map. (Published in ICRA 2018)

• Human-in-the-Loop SLAM: This research proposes an algorithm for correcting

outputs of SLAM systems using minimal human input. SLAM algorithms often

produce imperfect results, and even non-experts can identify errors in the resultant

maps. This system takes a small amount of human input, creates new, potentially

rank-deficient constraints, adds them to the original optimization problem, and re-

solves the problem to generate a more accurate map without the need to re-collect

data or increase the solver’s compute budget. (Published in AAAI 2018)

• Robust Rank-Deficient SLAM: Many features that are easily and reliably detected

do not fully constrain a robot’s relative motion from frame to frame. This research

improves the state-of-the-art in such systems in both 2D and 3D by proposing a num-

ber of improvements including correspondence matching techniques, rank-deficient

constraint detection and formulation within an optimization framework, and efficient

storage and manipulation of map items online. (Published in IROS 2021)

The second group (Chapters 7-9), motivated by insights won during the development of

the systems presented in the preceding chapters, introduces predictive components (Chap-

ter 7) and planning components (Chapter 8) of ‘Multi-SLAM’ systems (Chapter 9), which

represent a novel and effective strategy for robust SLAM. These chapters and the design of

Multi-SLAM systems as a whole draw on several concepts explored in other contexts in the

preceding chapters, though the technical details often differ. These include filtering visual

stimuli in order to reject or exclude them from further inference (Chapter 3), managing

portfolios of models in order to adaptively apply them to the appropriate inference prob-

lem (Chapter 4), modifying and augmenting the graphical model describing pose-graph

SLAM (Chapter 5), and understanding how specialization improves performance within a

restricted domain (Chapter 6). Specifically, this group makes the following contributions:
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• Learning Performance Models for SLAM Algorithms: Even as SLAM algorithms

become more robust, there are still no practicable theories for predicting when they

will produce a poor result. This research develops a learning framework for predict-

ing SLAM system performance using deep neural networks. We show certain convo-

lutional neural network architectures that reliably learn useful predictive performance

models of SLAM systems operating using different modalities. (In preparation)

• A Belief-Space Planner for Adaptive Fault Tolerant SLAM: This research formu-

lates and solves a novel decision-making problem that captures the relevant trade offs

when choosing between SLAM algorithms online. We model the problem as a par-

tially observable Markov decision process and implement a belief-space planner over

SLAM algorithms that operates on noisy estimates of component effectiveness and

reliability. We demonstrate in simulation that this system is more robust to changes

in sensing conditions than singular SLAM systems. (Submitted ICRA 2024)

• An Integrated Architecture for Multi-SLAM Systems: While trajectory estimate

error may be reduced via Multi-SLAM systems, this technique creates several com-

plex modeling and inference problems. This research describes new variations of dy-

namic Bayesian networks needed to model the process of switching between SLAM

algorithms and new techniques for stitching together maps made using different

modalities. This research also offers an overview of some of the support systems

required to make Multi-SLAM systems functional in practice. (In preparation)

The contributions in this thesis work towards mobile robotic systems that work reliably

in many contexts. They achieve this by increasing robustness of SLAM systems through

several different mechanisms, including filtering observations, maintaining multiple mod-

els of the world, incorporation of external constraints, and specialization to specific types

of data. Multi-SLAM systems are the culmination of these efforts into an adaptable, exten-

sible framework that benefits passively from advances in specialized SLAM algorithms.
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CHAPTER 2

RELATED LITERATURE

2.1 What Makes SLAM Challenging?

Questions involving SLAM have been in the crosshairs of researchers for decades,

and although modern SLAM systems perform considerably better than their predecessors,

there are still significant obstacles to deploying SLAM systems that ‘just work’. These

challenges arise primarily from three sources: constraints due to complexity and resource

bounded robots; the incredible variety of environments and hardware configurations on

which SLAM systems may be deployed; and the need for robust behavior in the presence

of noisy data. All of the research in this thesis, and most of the research in the greater

SLAM community, is aimed at addressing one or more of these challenges. The goal of

this section is to present these core challenges so that the practical benefits of research

discussed in the remainder of this thesis are clear.

2.1.1 Computational Challenges

SLAM systems can be broken down into two large components: the front-end and the

back-end. The front-end extracts features from one or more sensor streams and matches

those features with previous sensor readings to produce an initial estimate of the robot’s

motion during the time elapsed between readings. It also attempts to detect when the robot

revisits a location by matching the current sensor readings to previous sensor readings.

These procedures can be expensive, especially for high-resolution sensors, but their com-

pute time is bounded in practice by taking advantage of space-partitioning data structures

and parallelization. The most significant computational bottleneck usually occurs in the

back-end.
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The back-end is responsible for computing the maximum likelihood estimate (MLE) or

maximum a posteriori (MAP) of the pose of the robot at a series of times (t0, . . . , tn). This

series grows without bound as the robot operates. In many cases the number of times we

want to estimate robot state, n, grows by one every time an image is captured or a laser

scans. Typical rates are between 1Hz and 40Hz. Computing the exact solution to these

state estimation problems over the complete history of the robot’s deployment, for a robot

with d position and orientation variables, is O((dn)3) since it involves a matrix inversion.

Moreover, to maintain the most accurate estimate, this problem must be re-solved every

time there is new information from a sensor. Approximate solutions are therefore required

in most cases, and these approximations either reduce the number of variables (reduce n)

or use a method of inference with better asymptotic complexity. We will discuss various

methods for localization in Section 2.2.

Memory constraints do not typically affect state estimation, but they can affect how

maps are stored and updated. Depending on the representation, some maps may require

more memory in order represent the environment at a higher fidelity. Maps naturally grow

over time as the robot explores its environment and models new entities, and there are many

open questions as to the most compact, informative, and easily updated representations of

the world. Moreover, different representations may encode different types of information

and support different methods of localization. We will discuss various choices for repre-

senting the environment in Section 2.3.

2.1.2 ‘Curse of Ubiquity’ Challenges

The fact that every mobile robot needs some version of a SLAM system to operate ef-

fectively means that the problem has received significant attention, and many aspects of the

problem are now well-understood thanks to previous research. However, this also means

that any general SLAM solution must address the unique challenges of every combination

of robot, sensor suite, and environment. This combinatorial increase in domains of consid-
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eration explodes a single state estimation problem into hundreds or thousands of related,

but distinct, problems. This problem diversity can be ignored in some applications where

operating conditions can be controlled. For example, robots on the floors of Amazon ware-

houses operate in a relatively tightly controlled environment where assumptions about the

nature and availability of different visual features are relatively easy to meet. However, in

other applications, such as robots assisting in search and rescue missions after natural or

industrial disasters, different operating environments may vary substantially.

Moreover, each sensor type has unique characteristics, including under what conditions

it provides useful signals. Even the choice of sensor position on a robot can affect the appli-

cability of different techniques. The number of possible sensors on modern robots is large,

including lasers, sonar, gyroscopes, accelerometers, joint encoders, mono-cameras, stereo

cameras, depth cameras, GPS, infrared sensors, touch and torque sensors, wifi antennae,

and other, specialized hardware. Thus, the combination of possible sensors and environ-

ments for which some type of SLAM algorithm could be implemented is truly staggering,

and contemporary research faces significant challenges in unifying such algorithms.

Although some applications permit specialization, SLAM researchers are also inter-

ested in the basic science of developing ever more general SLAM algorithms for several

reasons. More powerful and adaptable SLAM systems not only take us closer to more gen-

eral purpose robots, but they also provide increased capability and flexibility to existing

robots in the form of robustness to catastrophic failures, such as the loss of a sensor, that

effectively change the set of information available to the robot. General SLAM systems

are also of interest for their ability to help us understand and potentially model some of the

cognitive processes humans and other animals use to form models of their world.

2.1.3 Robustness Challenges

All SLAM algorithms, regardless of the sensors they use or the environment in which

they are deployed, must also deal with challenges posed by noisy data. By noisy data,
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we mean that measurements about the state of the world generated by the robot’s sensors

generally contain some error. For instance, if the true distance from a robot to a wall is 1.0

meter, a sensor which measures this distance will often report values near 1.0 meter, such

as 0.95 meters or 1.05 meters, but rarely do they report the correct value (1.0 meter) exactly.

The same problem occurs, for different physical reasons, in virtually all sensing modalities.

If the aggregate behavior of sensor readings can be accurately described by starting with the

true values and adding noise terms drawn from a known distribution, this problem becomes

easily solvable. Unfortunately, this is generally not true for robotic sensors. In most cases,

not only is sensor data noisy, but the noise term is also drawn from a partially unknown

distribution. We say partially unknown because under some conditions we can characterize

the distribution of sensor noise fairly accurately. However, there are also many conditions

in which we cannot. The need to deal with potentially large and unpredictable errors in

sensor data has motivated a substantial subset of SLAM research.

SLAM systems also face higher accuracy requirements than many other estimation

problems. Since SLAM systems estimate robot location as frequently as 20-30Hz, accu-

racy within a safe tolerance must be well above 99.99% in order to achieve a reasonable

mean time between failures. Moreover, there are significant cascading effects produced by

poor location estimates, such as incorrect maps, infeasible plans, and instantiation of bad

prior beliefs for subsequent tasks, including future localization. All of these failure cases

can have significant consequences for safety and efficacy. Combined, the relatively strict

requirements for performance and our inability to universally describe sensor noise using

simple distributions create significant, unique challenges for SLAM research.
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2.2 Methods for State Estimation (Localization)

2.2.1 Mathematical Foundations

For the remainder of this thesis, bold script denotes vectors (e.g. x), capital bold script

denotes matrices (e.g. X), lower case italics denotes scalars (e.g. x), and capital italics

denotes sets (e.g. X). Notation deviating from these conventions will be explained locally.

All SLAM systems estimate the current positional state of a robot. In addition, they may

also estimate past positional states or the location of various entities in their environment.

We call these positional states poses. In 2D applications, such as a robot rolling along an

office floor, we denote the pose of the robot at time t as xt = [ xt yt θt ]T , where xt and

yt represent the location of the robot along some x- and y-axes at time t, and θt represents

the robot’s orientation, or yaw, at time t. For robots operating in 3D, such as those that

fly or dive, we define the pose as xt = [ xt yt zt ϕt θt ψt ]T , where xt, yt, and zt,

denote the robot’s latitudinal, longitudinal, and vertical location, and ϕt, θt, and ψt, denote

its roll, pitch, and yaw, respectively.

Although robots may have many configurable joints, for the purpose of localization

we can usually consider them abstractly as rigid bodies with coordinate systems fixed to

some reference point. A robot’s position in its environment can be defined by the rotation

and translation of its own coordinate system relative to some global coordinate system. In

Euclidean space, the set of all finite linear combinations of translations and rotations form

algebraic groups. Specifically, they form the special Euclidean groups SE(2) (2D) and

SE(3) (3D), which are both topological groups as well as Lie groups. SE(2) and SE(3)

are also subgroups of the group of affine transformations. For rigid bodies, transformations

can always be described by combinations of rotation and translation. These two operations

themselves form groups. The special orthogonal groups for rotations, SO(2) (2D) and

SO(3) (3D), and the translation group for translations.

Using homogeneous coordinates, rotations and translations can be combined into a

single matrix operation. This operation represents the transformation from one robot pose
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or other rigid body, denoted by the vector x, to a new pose x′. We will use R to denote

rotation matrices and T to denote translation vectors. Since the special Euclidean groups

are subsets of the group of affine transformations, we will use A for transformation matrices

which combine both operations. Thus, we can express the process of existing at pose x,

undergoing some translation T and rotation R, and ending up in pose x′, as

x′ = Rx+T or x′ = Ax.

Rotations in three dimensions can also be represented more compactly using quater-

nions [30], and affine transformations using dual quaternions [77], but the general SLAM

problem statement and solution techniques remain largely the same in either representation.

Virtually all SLAM algorithms estimate the current most likely pose, xt. Many also

estimate the most likely trajectory of the robot X = {x0,x1, . . . ,xt}. That is, the most

likely set of all poses since the beginning of the deployment. Estimating only the current

pose is often called filtering, while estimating the entire trajectory is often referred to as

smoothing. In general, solving this problem exactly involves solving the following linear

system of equations, representing the relative measurements made by the robot between

its previous and subsequent positions and between itself and the world, and the relative

certainty of these measurements.

Λx = b, x = Λ−1b (2.1)

Here, x is the vector of variables representing all robot poses [x0, y0, θ0, . . . , xn, yn, θn]
T

we would like to solve for, Λ represents the constraints derived from measurements, and

b represents the estimated uncertainty of each measurement. Thus, if x is a 1 × n vector,

Λ will be an n × n matrix. We should note that while most of the relationships between

variables represented in this problem are in fact non-linear, assuming linearity, or at least

the ability to linearize at a given point, is not such a strong assumption that it invalidates

this formulation.
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Many algorithms also construct a map of the world that estimates the pose of different

objects in the environment. These object, key point, or landmark poses may be computed as

functions of the robot pose estimate, or may be jointly optimized for during pose estimation.

In the latter case, the problem to be solved takes the same form as equation (2.1), but where

now x = [x0, . . . , θn, l
x
0 , . . . , l

θ
m]

T , and Λ is an (n+m)× n matrix. In both cases, solving

for x exactly involves computing the inverse or Moore-Penrose inverse of Λ, an operation

which is extremely inefficient, especially as n grows large and given the inverse must be

computed online every time new information is available.

In many cases, in addition to the maximum likelihood pose or trajectory, we would also

like to estimate the probability density function (PDF) over the parameters of xt or possi-

bly even the entire trajectory. The methods for doing so are specific to different solution

techniques and we will touch on them briefly in the following subsections.

The vast majority of SLAM systems will either estimate the posterior over the most

recent pose, p(xt|x0:t−1, z0:t), or the posterior over the entire trajectory p(x0:t|z0:t). In gen-

eral, there are many ways to engage with the computational complexity of equation (2.1).

To-date, there are three primary classes of techniques that represent alternatives to solving

(2.1) directly: 1) Kalman and information filters; 2) particle filters; and 3) non-linear op-

timization. In each class there has been significant research effort investigating different

methods for avoiding computations which are unlikely to affect the parameters of inter-

est, leveraging empirically validated structures commonly found in robotics applications,

and using domain-specific assumptions regarding the availability or reliability of additional

measurements or the relationship between measurements.

Of course, all of these methods make trade offs between different formal guarantees and

aspects of empirical performance. In particular, computational cost is frequently traded for

the ability to 1) represent non-Gaussian posterior distributions, 2) represent a history of

poses rather than just the most recent pose, and 3) retain the ability to correct poor loca-
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tion estimates given future observations should the current estimate be inaccurate. In the

following sub-sections, we will cover these methods and their trade offs more thoroughly.

2.2.2 Kalman Filtering

The Kalman filter, sometimes called the Kalman-Bucy filter, was first published in the

early 1960s. Kalman filters are general tools for state estimation and have been used for

many, many real-world applications including guidance and control of ships, aircraft, and

spacecraft. Kalman filters were also the first widely adopted method for robot localization.

For roboticists, they offer a principled way to combine information from multiple sen-

sors over time in order to estimate robot location. Kalman filters operate in two steps.

First, a model for how the robot moves, called a dynamic model, forward model, or pro-

cess model, is used along with control inputs to the robot’s motors to predict how the

robot should move if it executed the given control input. This is called the predict step. It

then uses external sensor readings in combination with an observation model, the output of

which likely differ slightly from the process model prediction, and combines both streams

of information (prediction and observation) via a weighted average into a single estimate

for how the robot has moved since its last location estimate. This is called the update step.

The degree to which the process model or observation model is favored during the weighted

averaging is based on the quality or uncertainty of the information source. We will now

formalise these concepts and processes.

Kalman filters have two primary requirements in order to perform reliably. The first is

that the forward model must be a discrete time linear dynamic system. That is, we must be

able to write the forward model as

xt+1 = Fxt. (2.2)

Now, Eqn. (2.2) only encodes what would happen to our state x if we let it evolve

passively according to the laws of physics and did not send any control inputs, such as
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commanding a certain torque from some motor. We will use the variable u to denote the

control inputs we might send, and we will represent by the matrix B the effect control

inputs will have on our state.

xt+1 = Fxt +But. (2.3)

In many robotics settings we have access to proprioceptive sensors such as joint en-

coders, odometers, accelerometers, and gyroscopes. These sensors operate at much higher

rates than exteroceptive sensors, typically greater than 100Hz. Thus, whenever we receive

new exteroceptive data and wish to estimate state, we can usually numerically integrate

readings from these sensors and use the result of this integration in place of the control

vector, in place of the product But, or even in place of the process model, depending on

the dynamics of the system. Hereafter, we will refer to control inputs and integrated pro-

prioceptive sensor data interchangeably. In a world of perfect models, this would be our

complete state update equation. However, our process models (or proprioceptive sensors,

or both) are imperfect. Kalman filters deal with this imperfection by modeling the error w,

or “noise, between the estimate for xt+1 given by Eqn. (2.3) and its true value:

xt+1 = Fxt +But +wt. (2.4)

The second big assumption necessary for performant Kalman filters is that this noise

term, and others we will introduce later, are sampled from zero-mean Gaussian distributions

with known variance. Now, Eqn. (2.4) is clearly a recurrence relation, and if we were to

apply this estimator repeatedly, it is also clear that the estimated value of x would quickly

diverge from its actual value due to the repeated addition of w terms.

Exteroceptive data z allows us to avoid this divergence via an observation model, H,

which, together with z, offers an independent estimate of state.

zt = Hxt + vt. (2.5)
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Of course this model is also imperfect, and the Kalman filter framework again assumes

its errors may be characterized by a vector v drawn from a zero-mean Gaussian distribu-

tions with known variance. Thus, in summary we have

xt = Fxt−1 +But +wt and zt = Hxt + vt, (2.6)

where the covariance of the process, ΣF , and observations, ΣH , are such that

w ∼ N (0,ΣF ) and v ∼ N (0,ΣH). (2.7)

In many cases, especially when u represents proprioceptive data or the robot remains static

in the absence of control inputs, F or B, or both, may be the identity matrix.

Now, we present the update algorithm for the vanilla Kalman filter. To begin, at time

t, we have the state estimate xt and our uncertainty (covariance) about our state estimate,

ΣXt . We then calculate xt+1 and ΣXt+1 as

xt+1 = (Fxt +But) +Kt(zt −H(Fxt +But)) (2.8)

and

ΣXt+1 = (I−KtH)(FΣXtF
T +ΣF ), (2.9)

where

Kt = (FΣXtF
T +ΣF )H

T (H(FΣXtF
T +ΣF )H

T +ΣH)
−1. (2.10)

The (zt−H(Fxt+But)) term is often called the innovation and roughly represents the

amount of agreement between the predicted state coming from the process model and the

measured state estimated by the observation model. The expression we highlight as Kt is

called the Kalman gain and represents how heavily the weighted average is skewed towards

trusting the process model versus observation model. Kalman filters may be described as
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‘high-gain’ where they rely more on observation (exteroceptive) data, or ‘low-gain’, in

which they rely more on the process model.

Before introducing several extensions to the vanilla Kalman filter, we highlight some

benefits and characteristics common to all Kalman filters. First, they use a recurrence rela-

tion, or operate recursively, meaning that only the most recent state estimate, rather than its

entire history, is required to estimate the next state. This makes computation extremely fast.

Second, if the (admittedly, strong) assumptions of linearity and zero-mean Gaussian noise

are met, then the Kalman filter is an optimal estimator, minimizing the mean squared error

of the estimated state parameters. If the Gaussian assumption is broken, then the Kalman

filter remains the best linear estimator, although non-linear estimators may be better.

Despite these benefits, and the deployment of vanilla Kalman filters in many domains

[91, 232, 380, 100], there remain serious drawbacks when using them for estimating robot

location.

2.2.2.1 Kalman Filter Variants

Here, we briefly cover some of the most popular variants of the Kalman filter, designed

to overcome the vanilla version’s chief flaws.

2.2.2.1.1 Extended Kalman Filter The extended Kalman filter (EKF) relaxes the lin-

earity assumption on the process and observation models in the basic Kalman filter. This is

done by instead assuming that these models are simply differentiable:

xt = f(xt−1,ut) +wt, zt = h(xt) + vt (2.11)

and then using the matrix of partial derivatives of these new models, their Jacobians,

Ft =
∂f

∂x

∣∣∣∣
xt−1,ut

and Ht =
∂h

∂x

∣∣∣∣
xt

(2.12)

to replace the original, linear models. These change are then propagated to the covariance

estimates as well during the update process. Second-order EKFs refine their process model
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estimate by computing the second derivative, represented by the Hessian matrix, in addition

to the Jacobian. Generally, EKF-SLAM has had some is one of the most popular choices

for KF-based SLAM systems [276, 370].

However, because the linearization operation results in an approximation of the under-

lying model, the filter is no longer optimal. Moreover, EKFs may still diverge if the models

are highly non-linear [145], and often produce over confident covariance estimates [153].

2.2.2.1.2 Unscented Kalman Filter The unscented Kalman filter (UKF) [153] further

extends the ability of the Kalman filter framework to handle models that are non-linear to

an even greater degree. It does so by propagating a set of sample points through the non-

linear process and observation models and then estimating the mean and covariance using

these transformed samples. A valid set of (weighted) sample points for an state vector X is

any set of points and weights which have the same weighted first and second moments as

the a priori distribution.

After evaluating the non-linear process model at each of the sample points, the predicted

state and its covariance are estimated by again weighting the resulting points from the dis-

crete samples during computation. The observation mean and covariance are computed in

the same way, and the update step resembles the basic Kalman update. This process skips

the linearization process entirely, avoiding the need to compute Jacobians and relaxing the

assumption of differentiability of the models. However, it raises a new question, which

us how to best pick the sample points. For example, a recent extension of the UKF, the

Cubature Kalman Filter (CKF) [15], samples points according to the Cubature rule, which

applies Gaussian quadrature to state vectors after they have been transformed from Carte-

sian space to spherical coordinates. Overall, UKF-SLAM systems are the predominant

choice for KF-SLAM and have been studied extensively [340, 140, 146].

In fact, both UKFs and CKFs are special cases of a more general type of filter called

a Gaussian filter, based on the general idea of matching the moments of the underlying

real-valued distribution and the discrete distribution represented by the samples. One other
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popular type of Gaussian filter is the Gauss-Hermite Kalman Filter (GHKF), which uses

a multi-dimensional Gauss-Hermite quadrature to numerically solve the Gaussian integral.

While effective in many applications, the UKF has a few disadvantages. First, it is more

computationally demanding, since samples need to be selected and evaluated at every time

step. Moreover, EKFs, UKFs, and CKFs all still require Gaussian error in process and

observation models.

2.2.2.1.3 Non-Gaussian Kalman Filters To deal with non-Gaussian error, a number of

techniques have been developed, primarily based on tools for approximating non-Gaussian

distributions with parameterizations that are still tractable for computation. One such ex-

ample is the Gram–Charlier or Edgeworth expansion [336], which uses a series of Hermite

polynomials to represent different density functions.

Another approach is the so-called Gaussian-sum approximation, where non-Gaussian

distributions are approximated by a finite sum of Gaussian distributions. This has produced

different forms of Gaussian-sum filters (GSF)[16, 11]. Both predicted and posterior densi-

ties are represented as sums of Gaussians, and the moments each Gaussian are found using

a method of choice. This may be an EKF [11] or a more complex method. Thus, the GSF is

essentially a set of Kalman filters running in parallel, where each individual filter provides

a weighted state estimate, and the final estimate is computed by combining the individual

estimates according to their weights. These methods are more accurate, but maintaining an

ensemble of filters large enough to effectively approximate the non-linear distribution can

become computationally untenable.

2.2.2.1.4 Adaptive Kalman Filter The above Kalman filters assume a constant, correct

process and observation models and constant, correct uncertainty in process and observa-

tion models. However, in many cases this is not possible. The adaptive Kalman filter

[225, 226] is able to identify incorrect models and fix them on-line, using the data gen-

erated during the first part of the deployment. This is done by analyzing the innovation
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term (Eqn. 2.8) and its covariance, which correspond to the error between the predicted

state and observed state. When the filter is operating correctly and all assumptions are met,

the sequence of error terms (innovation terms) will form a zero-mean Gaussian distribution.

When this is not the case, the covariance matrices can be updated via fixed-window averag-

ing [234], recency weighting [4], or other techniques so that the distribution of innovation

terms becomes Gaussian.

One other notable form of adaptive Kalman filter is called multiple-model adaptive

estimation [212, 223]. These methods use an ensemble of Kalman filters with different

parameters for noise and or process models, the estimates of which, over time, are up-

or down-weighted according to their accuracy. Ultimately, they model whose parameters

most closely match the data will have the highest weight and will be most influential in

the final state estimate. All forms of adaptive Kalman filters may be combined with other

Kalman filter extensions, since they tackle the relaxation of different assumptions.

2.2.2.1.5 Indirect Kalman Filter Unlike the previous variants, indirect Kalman filters

(IFK) [222] do not directly estimate state. Instead, systems that use IKFs assume that

a reasonably accurate estimate of state can be attained through direct methods such as

odometry, dead-reckoning, or perhaps another Kalman filter [113]. Meanwhile the IKF

runs on different information, perhaps provided at a lower frequency, such as GPS, and

estimates the error associated with the direct state estimate. This error estimate can then

be used to intermittently correct the state estimate. IKFs also somewhat alleviate the need

for a direct filter to supply a highly accurate and perhaps computationally expensive state

estimate at a high frequency, allowing the main control loop of the system to operate with

less accurate direct state estimation.

In practice, IKFs have enjoyed some success in robotics applications [113, 381]. How-

ever, they too suffer from the same set of shortcomings that limit other forms of Kalman

filters.
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2.2.2.2 Summary

Overall, Kalman filters and their variants are an attractive way to localize a robot, so

long as their assumptions are met. They are generally computationally cheap, fairly sim-

ple to program, and do not require storing a large amount of data. Moreover, their vari-

ous extensions make them viable under a surprisingly large number of conditions. These

include unmanned aerial vehicles [132], autonomous submarines [383], autonomous vehi-

cles [417], and many other sub-problems within visual SLAM [59].

However, since in most applications the linearity and Gaussian noise assumptions do

not hold, Kalman filters require one or more extensions in order to produce reasonable

results. Moreover, in these cases, not only are Kalman filters not optimal, but they can

produce state estimates that are very far from the true values. In addition, once the true state

has diverged from the filter’s estimate, recovering the correct state, even after observing

additional data, is nearly impossible. This is primarily because the distribution of state

estimates is constrained to be a Gaussian distribution, which is uni-modal, and the Kalman

filter is a filter, meaning it only computes state estimates based on the previous estimate

and the current data. It does not have the ability to continually re-examine or reason about

passed sequences of data. Additionally, as the notion of state becomes more extensive,

perhaps to include changing parts of the environment beyond the control of the robot, the

Kalman filter framework becomes harder and harder to use effectively for SLAM systems.

Nonetheless, although this thesis does not highlight further results on Kalman filtering

specifically, they remain an active area of research and a very important tool for many other

types of control systems. There are many other variants of Kalman filters not presented here

that have been designed for domains beyond robotic localization and SLAM.

2.2.3 Particle Filtering

Particle filters, introduced in their current form in 1993 [114], were developed in re-

sponse to some of the shortcomings in Kalman filters. Most notably, particle filters are
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multi-modal, do not require strictly Gaussian error models or linear systems, may repre-

sent arbitrary posterior distributions, and can recover the correct pose estimate even after

periods of incorrect estimation, known as ‘divergence’ in Kalman parlance. Their chief dif-

ference from Kalman filters is that they use random sampling to approximate both a priori

and a posteriori probability density functions on the state variables. This empirical support

for the distributions allows them to relax the Gaussian assumptions. In fact, in a linear

system with Gaussian noise, a vanilla Kalman filter and vanilla particle filter will produce

the same results as the number of particles tends to infinity. Furthermore, because particle

filters do not assume Gaussian distributions, they are no longer constrained to the space of

linear process or observation models. Much of the Bayesian theory we rely on today to

understand these filters was first introduced in the late 1990s [82, 83].

Algorithms based on random sampling and simulation are often called “Monte Carlo”

methods, a moniker inspired by the Monte Carlo Casino in Monaco. Virtually all such

algorithms are approximations, and thus not optimal, instead relying on empirical vali-

dation. The most basic versions of particle filters are in fact related to an extension of the

Kalman filter, called the Ensemble (or Monte Carlo Multiple-Model) Kalman filter (EnKF),

where the primary difference is that all probability distributions in the EnKF are assumed

to be Gaussian. These methods have applications both within and beyond robotics, and

there is ongoing research on which estimation method is best for different applications

[78, 275, 203, 390].

The estimation problem remains the same, we want the probability of state xt given the

the previous state xt−1 and some observation zt: p(xt|xt−1, zt). As with the Kalman filter,

we have process and observation models, although they need not be linear or differentiable.

xt = f(xt−1,ut) +wt, zt = h(xt) + vt. (2.13)

Here, f() and h() have no restrictions other than that they are reasonable representations

of p(xt|xt−1, ut) and p(zt|xt), respectively, and that they can be evaluated efficiently.
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The basic idea behind a particle filter for state estimation is to first sample several

potential state values (particles) from the prior and propagate those samples according to

any proprioceptive measurements made by the robot. At this point the set of sampled

particles is analogous to the belief represented in a Kalman filter after the process update

step. Here, the propagated samples of the robot’s belief about its state are then re-weighted

according to the support they lend to the exteroceptive measurements. The distribution

represented by the particles after re-weighting is analogous to the final belief after applying

the Kalman innovation.

Particle filters suffer from several disadvantages, all of which manifest as computational

burdens due to various forms of particle inefficiency. That is, in practice vanilla particle

filters often require a very large number of particles to work robustly. This is due to sev-

eral reasons. First, as the state space grows, providing coverage via sampling becomes

exponentially more expensive. Second, if the dimension of the state is high, then there is

the possibility of so-called ‘weight collapse’, where all weights for all particles approach

unity [31]. This of course destroys most of the information captured in the distribution

quite quickly.

Third, during the re-sampling step, the particle representing the true closest estimate

can be eliminated. This is known as particle depletion. Without more advanced sampling

strategies, the primary method to combat particle depletion is simply to add more particles.

A significant body of research has been done on various ways to mitigate these problems,

with encouraging results. Below, we highlight a few of the most important insights.

2.2.3.1 Particle Filter Variants

Here, we briefly cover some of the most important extensions to vanilla particle filters.

2.2.3.1.1 Sequential Importance Sampling Sequential importance sampling (SIS),

originally developed in statistical physics [122, 309], is employed when particles are sam-

pled from a high-dimensional, possibly non-Euclidean space [364]. This is extremely
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common in localization applications, as particles frequently represent both positional and

rotational components as well as potentially aspects of the map. The main idea of SIS is

to approximate the high-dimensional, non-parametric distribution from which we wish to

sample by a sequence lower-dimensional, parametric distributions that are thus easier to

sample from.

2.2.3.1.2 Sequential Importance Re-sampling In regular SIS, sampled particles may

have very small weights and thus contribute very little to the overall estimate. Re-sampling

allows particles to be deleted in these cases or re-weighted in the event they are drawn from

a meaningful part of the distribution. The key insight here is that propagating many parti-

cles which are unlikely to be near the most likely state estimate will significantly degrade

the estimate over time and should thus be avoided. Technically, this problem can also be

mitigated by using significantly more particles, but for obvious reasons this is undesirable.

2.2.3.1.3 Rao-Blackwellization The motivation for applying the Rao-Blackwell theo-

rem [301, 44] to particle filters, often referred to colloquially as Rao-Blackwellization, is

that by conditioning on the data associations and the sample deletion and re-sampling pro-

cesses, the posterior distributions of the states of the particles can be approximated with

Gaussian distributions. Thus, the particle states can be integrated out analytically and the

particle filter only needs to be applied to the data associations and deletion and re-sampling

processes. This significantly reduces the computational requirements and increases the

efficiency of the particle filter.

2.2.3.2 Summary

Particle filters address the two most restrictive shortcomings of the Kalman filter. They

allow for arbitrary process, measurement, and noise models, removing the requirement for

linearity and Gaussian behavior, respectively. They also allow for recovery of the correct

state estimate after divergence. This is due to the particle filter’s ability to support multi-
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modal posterior distributions, which allow for the robot to maintain a useful belief about

its state. This is a critical benefit in robotics since many sensor reading are ambiguous.

However, particle filters are slow, due to sample complexity rising exponentially with state

dimension. Although a relatively straightforward drawback, it is a major hurdle to adopt-

ing these techniques in practice as we can see from the subsequent sampling strategies

proposed, all of which aim to increase sample efficiency.

2.2.4 Pose Graph Optimization

Beginning in 1997 with a seminal paper by Lu and Milios [206], roboticists studying

SLAM were offered a radically different approach. While Kalman filters and particle filters

directly estimate posterior distributions over state variables by evolving parametric or em-

pirical a priori distributions, graph-SLAM approaches instead solve a dual representation

of the problem which is represented as cost minimization [105, 358]. Pose-graph solvers

first represent the state estimation problem as a dynamic Bayesian network (DBN) which

grows over time as new time steps pass at which the robot receives date and would like to

estimate state. This DBN is then converted into a factor graph, where variables represent-

ing robot poses at different times are connected to each other via factors if and only if there

is a measurement, proprio- or exteroceptive, that relates the two poses. For example, for

subsequent poses, inertial measurements taken in between the two time steps represent a

factor. For poses separated by some time, re-observation of a visual feature could create a

factor between the two observing poses.

Given process and measurement models, including uncertainty, we can write cost func-

tions that represent the inverse probability of the robot measuring certain data and also have

been in different relative locations. Taken collectively over all measurements minimizing

this total cost by changing the estimate for the pose variables is equivalent to maximizing

the likelihood of the trajectory.
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Several key factors have since helped pose-graph SLAM become the state-of-the-art

approach for most SLAM problems. First, consistently faster and more capable processors

have made large optimizations problems more feasible for online solving. While there

has been significant research into theoretical improvements to these optimizers as well,

increased compute power, combined with better scaling than particle filters, has made pose-

graph SLAM an option for all but the most compute-bound systems. Second, the advent of

auto differentiation has drastically increased the performance of modern solvers, and has

also allowed researchers to provide much more complex cost functions without needing

to derive Jacobians by hand, or to rely on notoriously unstable numerical differentiation

techniques.

Additionally, pose-graph solutions can more reliably deal with non-linear models and

non-Gaussian noise than Kalman filters, while also solving the ‘full’ SLAM problem in

which the entire history of poses, or trajectory, can be estimated, not just the current pose.

While this is also true of particle filters, they are substantially less efficient in these cases,

especially if one is also jointly estimating elements of the map independently from the

trajectory.

More than simply practical improvements and theoretical advantages, pose-graph

SLAM also offered an easy way to incorporate other types of inference without the burden

of representing additional factors as components of a process or observation model or

formulating a process for representing them in a Monte Carlo sampling procedure. In

particular, it allowed SLAM researchers to experiment with modeling many phenomena

that are more transient in nature and may have less bearing on immediate location, such as

the approximate region in which couches and chairs are likely to be observed, or the times

during which a hallway is likely to be crowded.
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2.2.4.1 Cost Function Design

One of the main benefits of pose-graph SLAM is the ability of modelers to specify

complex cost functions. Cost functions may express non-isotropic errors, or represent cor-

relations between variables that might otherwise be difficult to express. One challenge in

cost function design of course is modeling uncertainty. In simpler estimation frameworks,

like the Kalman filter, one need only specify a co-variance matrix, or even just a list of vari-

ances. However, in more complicated cost functions, it can be challenging to accurately

model the covariance and the rate at which the probability density function it is describing

ought to change as it moves away from the mean.

2.2.4.2 Efficient Optimization

The main bottleneck of pose-graph systems is of course the non-linear least-squares op-

timization procedure. The basic solver configuration is typically to use stochastic gradient

descent, and there are some established solvers, such as Ceres[3] and g2o[116]. However,

because of its complexity, there have also been a number of efforts to either gain efficiency

by exploiting additional structure in the problem [2, 84] or sparsity [22], or by incremen-

tally solving the problem [158, 157, 202] or simply approximating the solution [53], po-

tentially through variable marginalization [52].

2.2.4.3 Robust Optimization

Perhaps one of the most vexing problems in pose-graph optimization is the havoc that

can be caused by false loop closures. That is, constraints added between distant poses along

the trajectory that are not correct. Until recently, this was an unresolved issue. However

over the last several years, a significant body of work on different techniques for ‘robust’

pose-graph optimization has evolved [185, 342, 281]. These techniques principally revolve

around detecting and then rejecting loop closure constraints that seem erroneous.
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2.2.4.4 Summary

Pose-graph SLAM offers a relatively efficient and highly expressive formulation for

finding maximum likelihood trajectories. Although far more complicated to program than

either particle filters or Kalman filters, and occasionally being a victim of robustness and

stability issues, researchers have generally concluded that the ability to correct for past

mistakes justifies the additional complexity. Thus, as of 2023, pose-graph SLAM systems

are considered the best method in general for most SLAM applications.

2.3 Environment Representations (Mapping)

We often call representations or models of the environment “maps” as their original

purpose was to delineate occupied and unoccupied regions of the environment to facilitate

path planning and allow robots to navigate safely and efficiently. However, as the goals and

capabilities of robotic systems have become more complex, and planners of all types have

come to rely on richer sets of information, the role of maps has significantly expanded. In

modern systems, maps may support other forms of reasoning, such as computing where

to look for certain people or objects, predicting when a robot may need intervention or

help, or providing a grounding of natural language phrases to physical locations. However,

navigation, as one of the earliest and most fundamental goals of mobile robotics, is the only

task supported nearly universally.

In the next subsections, we cover the benefits and drawbacks associated with using the

most common types of maps. Volumetric, surface, and landmark models are types of metric

maps, encoding purely spatial information. Topological maps are distinct in that they may

not represent distances explicitly, but represent the structure of the environment and its

connectivity in other ways. Both metric and topological maps may be extended to include

semantic information and may also be combined in hybrid representations. Last, we include

some discussion of sub-mapping, wherein the environment is modeled hierarchically.
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2.3.1 Volumetric Models

Volumetric models, often called occupancy grids, were originally proposed in the mid-

late 1980s in a sequence of papers by Alberto Elfes [98], occupancy grids represent all of

the robot’s operating environment as a lattice of cells of pre-determined size. For example,

a grid mapping a single square meter of area using square cells of size 1 centimeter would

result in a map that was 100 cells long and 100 cells wide, with a total of 10,000 cells. Each

cell is labeled either empty, occupied, or unknown. Empty and occupied labels exist on a

continuum, allowing a degree of confidence or belief to be assigned to each cell regarding

its label, and allowing these beliefs to be updated over time as new evidence becomes avail-

able. There are several common strategies for updating these beliefs, depending on the type

and quality of sensor data available and the dynamics of the environment. These include

updating belief using Dempster-Shafer theory [382], representing dependencies between

grid cells using Bayes nets[32], and filtering out observations from moving objects[238].

Unknown cells represent parts of the environment that have yet to be observed. Construct-

ing occupancy grids requires data that measures depth or distance. This could come from a

sensor that measures time of flight, like sonar or a laser, or one uses disparity calculations

between two images, like structured light sensors or a stereo camera system.

Volumetric models offer several benefits, not least of which is their simplicity, intuitive-

ness, and ease of programming. They also synergize well with graph-based path planners,

such as A∗[125] and D∗[338]. They also offer an ability to trade memory efficiency for

fidelity via the specification of cell size. Given the widespread adoption of occupancy

grids and their long-time status among the state-of-the-art techniques, it is no surprise that

many other extensions to the basic occupancy grid have been explored, including cluster-

ing grid cells as higher level entities [262], using expectation maximization to solve for

maps [357, 356], and online parameter tuning [228].

The 2D notion of occupancy grids has also been extended to 3D models many times

[81, 135]. However, because they represent both empty and occupied space, they become
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exponentially less efficient as the dimensionality of the model increases. For example, rep-

resenting a 10m×10m room at centimeter-level fidelity requires, 1 million cells, whereas

representing the same room in 3D up to a height of 3m at the same resolution requires 300

million cells. One method for dealing with this decrease in memory efficiency is to apply

a form of lossless compression by storing occupancy grids within quad-trees (2D) [197] or

oct-trees (3D) [151], such that large homogeneous sections of the environment can be com-

pactly expressed as a single leaf node near the root rather than a large number of identical

nodes at a lower level. Unfortunately, this method only works in relatively sparse environ-

ments where this compression can be maximally exploited. Occupancy grids can also be

expensive to update as new data arrives, particularly if it provides information about a large

area.

2.3.2 Surface Models

Surface models for mapping, also a product of the mid 1980s, were first proposed by

Chatila and Laumond [57]. Unlike volumetric models, surface models do not explicitly

represent empty space. This, combined with essentially no limit on their fidelity due to the

absence of a prohibiting factor like grid cell size, make them a very desirable choice for

mapping in theory. However, the choice to model surfaces directly creates several follow-

up problems which the intervening decades have shown are arguably more challenging than

finding engineering workarounds to unfavorable memory/fidelity tradeoffs.

Like occupancy grids, surface models rely on depth data. However, instead of repre-

senting depth data as being generated from independent grid cells, which may take arbitrary

geometric forms, they represent data as being generated from a reconstructed or parame-

terized surface. Examples include line segments [413], planes [263], and B-splines [278].

This has several benefits. First, it is vastly more efficient with respect to memory use, par-

ticularly in 3D, often reducing use by several orders of magnitude. Second, parameterized

models can sometimes offer better natural defense against some types noise since outliers
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that do not fit the model closely enough will be rejected. Moreover, their (often) larger size

size makes them more reliable in terms of re-observation and correspondence calculation.

Last, it is sometimes possible to use these models as tools for extrapolation about yet un-

seen parts of the environment, since their parametric forms are much easier to reason about

than the structure of many independent grid cells.

However, surface models do have several drawbacks. Although they often reject out-

liers, any outliers that are not rejected can have a large impact on the parameters of an

individual feature since parametric models are often fit using least squares, which is very

susceptible to noise. Computationally, it is also marginally more expensive to run several

instances of model-fitting every frame than to simply update an occupancy grid, and these

methods are not amenable to parallelization. Furthermore, developers need to decide be-

fore deployment which types of parametric models to use. This can have drastic impacts on

the performance during deployment depending on how well-suited the operating environ-

ment is to description by the chosen parametric model. Last, surface models often require

additional definitions, such as rules for extending, merging, or removing, different sections

of the map represented by different models, or how to represent the uncertainty associated

with a model’s location. Many of these shortcomings are addressable in practice, but they

nonetheless inspire substantial ongoing research.

2.3.3 Landmarks and Keypoints

The concept of building maps from collections of landmarks or keypoints is likely the

earliest metric strategy explored by roboticists, and grew naturally out of many related ef-

forts in computer vision in the early 1980s. One major advantage of landmark maps is that

they do not require (although they are compatible with) depth sensors, which historically

are more expensive and work accurately in fewer domains. Furthermore, in deployment

contexts where there is an opportunity to engineer the environment, landmark systems are

often the best choice to maximally exploit this. For example, robots designed to carry
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pods around the floors of large Amazon warehouses use a version of landmark-based lo-

calization, where unique, easily identifiable tags are placed on the floor, allowing a simple

downward-facing camera system to observe them reliably and thus localize reliably. This

method is suitable because there is ample opportunity to engineering the environment, and

the additional cost of the tags and complexity of the camera system is very small compared

to building an equally robust general purpose localization system.

However, in the open world, unstructured or unpredictable environments present a sig-

nificant challenge to landmark maps. Primarily, this stems from the difficulty of defining

how a landmark should appear. Generally, we know the properties we would like them

to have: a) easily detectable, b) easily disambiguated, c) numerous, d) stationary, and e)

retaining properties a) - d) under all possible sensing conditions the robot may encounter.

Defining these properties mathematically has turned out to be one of the most challenging

problems in robotic perception and is still an open question in the general sense. Despite

this, there has been considerable success in a related problem known as keypoint detec-

tion. Mathematically, the role of keypoints within maps and localization problems is very

similar. The most common distinction, which we will adopt here, is that keypoints occur

on the 2D image plane, while landmarks are full 3D points, potentially with an orientation

component as well. Some researchers also maintain a difference in scale, stability, and in-

formation as well. For example, a piece of paper (a plane) with a geometric pattern printed

on it (such as an AR Tag) contains enough information to completely determine the pose

of a camera observing the tag, while also potentially being composed of many keypoints,

which do not individually contain the same degree of information. Moreover, as a virtue

of its relative size and salience, the estimated pose of this landmark is much more reliable

than the estimated position of a single keypoint.

There has been a large volume of research on keypoint detection and description meth-

ods for both camera and depth data. These include hand-crafted local feature descriptors,

such as SIFT [205], SURF [27], BRIEF [51], BRISK [188], ORB [311], FREAK [5], and
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AKAZE [6], as well as methods for computing local image statistics, such as histograms of

oriented gradients (HOG) [76], discrete wavelet transforms, including Haar wavelets, dis-

crete Fourier transforms, and Zernike moments [168], among others, are gradually being

replaced by local image descriptors learned using convolutional neural networks (CNNs)

or generative adversarial networks (GANs) [326]. These methods have been shown to gen-

erate numerous reliable keypoints in well-lit, cluttered environments, and there have been

several SLAM systems that been developed on the backs of these descriptors. However,

they still often produce keypoints that correspond to cannot be reliably re-observed, such as

reflections in street puddles or moving objects like people and cars. While modern solvers

are improving in their ability to deal with large numbers of bad keypoints, this is still far

from the idea as it can still cause compute and stability problems. Recently, there has been

some work on trying to reject keypoints if they are determined to come from an unreliable

source [350, 187].

Landmark maps are the simplest of all environment representations. They simply main-

tain a list of landmarks — everything else is thrown out. This can be incredibly effective

when a small number of high-quality landmarks are available, and in extreme cases, some

research looks at learning which landmarks are useful, with the goal being to limit number

of landmarks [339]. In some sense, models which store all raw depth data could also be

considered a landmark map, where every depth reading is a landmark. However, for obvi-

ous memory reasons, this is not a good strategy for most applications. Moreover, landmark

maps cannot be used for physical planning since they do not contain enough information

related to the presence or absence of obstacles on order to guarantee safety.

2.3.4 Topological Maps

The application of topological maps to robot navigation and localization was pioneered

by Ben Kuipers in 1978 [178]. Unlike the previous representations, they do not neces-

sarily encode metric data, and instead represent the environment as a graph, where nodes
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represent ‘places’ (for example, rooms of a house), and edges represent the possibility of

traversing from one place to another. These edges may be given values associated with a

notion of distance or time between nodes. One popular example of topological maps are

the navigation systems on phones or within cars. While they present an interface that also

shows metric information, the underlying planning and navigation is done using a topo-

logical graph representing the connectivity and relative cost of moving between different

points on the road network.

Topological graphs in their purest form are primarily used for route planning. However,

many robotic systems combine aspects of topological maps with other representations in

order to facilitate better planning across tasks beyond just navigation, as we will discuss

later. Topological maps do have several advantages. First, they are very simple to program,

maintain, use, and understand. Second, they offer a much easier and more flexible way to

represent the cost of moving between locations. Third, they are many orders of magnitude

more space efficient than all other types of maps, primarily because they encode much

lower fidelity data. Last, there is a large body of work on ‘place recognition’, which is the

task of recognizing when the robot is re-visiting a region [253]. This is a slightly easier

and less informative problem than true loop closure, but for localization within topological

maps, it is sufficient.

Obviously, topological maps, due to their poor fidelity, are generally not sufficient for

supporting mobile robot operation independently. However, they do support several key

functions elegantly, which makes them a mainstay component of most mobile robotic sys-

tems.

2.3.5 Semantic Maps

Semantic maps contain semantic information, which in robotics typically means addi-

tional labels or prior beliefs. They are somewhat of a misnomer in that there are no map

representations that contain purely semantic descriptions of places, and their popularity as
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a research topic has correlated with the attention paid to the problem of robotic mapping

in general. These labels and any associated concepts or statistics are always additionally

associated with either a topological map, in which case the node labels would contain ad-

ditional meaning, or a metric map, in which case at least parts of the map would be labeled

with additional information [108, 387].

Semantic maps facilitate two important functions. The first is human interpretability in

interaction. For example, some modern campus, office, or home robot systems augment

their metric maps with semantic information regarding either the natural language descrip-

tion for a set of locations, such as “kitchen” or “break room,” or information regarding

privacy, such as “do not enter” labels, or operational complexity, such as labels identifying

busy streets or crowded hallways. These labels not only add nuance to the robot’s model

that can be used for planning, but also increase the ability and proficiency with which hu-

mans can interact with the model, either to update it or to use it for their own independent

purpose.

The second important function is connection to other models. Allowing semantic infor-

mation to be encoded into the map opens up a much larger space of potential information

beyond simply describing the physical space the robot operates within. Once information,

of any kind, can be stored and accessed efficiently within a model, it has the potential to

support planning, and therefore enables robots to reason about tasks that would otherwise

be either far too expensive and complex, or simply not formally represented at all. Of

course, having the ability to represent complex knowledge is different than having a com-

pact, effective representation, and research on this front has been and will continue to be

highly impactful and influential for current and future robotic systems.

One reason for this ongoing research is that semantic mapping is not simple. Most

notably, labeling automatically can be difficult and hand labeling is extremely tedious.

Moreover, the information that different researchers have argued falls under the heading of

‘semantic’ is very broad, meaning that the way in which these pieces of information can
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be used (e.g. which types of planners can take advantage of them and for which types of

tasks) is not homogeneous. Therefore, these systems can require drastically more complex

programs to integrate the new information into the robot’s reasoning.

2.3.6 Hybrid Maps

Hybrid maps are catchall term for maps that combine multiple functionalities discussed

above. One particularly compelling example are conceptual-spatial maps [409], which rep-

resent several concepts at different levels of abstraction. Other examples have extended

these general ideas to create even more informative and performant systems [295]. Gen-

erally speaking, research on hybrid maps focuses on integration of knowledge, either with

the robot or with human users, for example, via natural language, rather than developing

more precise or efficient representations. Research on hybrid map systems is still much less

mature than metric or topological mapping, and many of these systems represent the state-

of-the-art for deployed or commercial systems which both perform autonomous navigation

tasks as well as interact with humans.

2.3.7 Local Submaps and Multi-Robot Maps

For as long as roboticists have wanted to build models of operating environments, they

have debated whether it is best to have a singular, global model, or a collection of partially

overlapping local maps. Any of the above types of representation could theoretically be

stored as either a single monolithic map or a set of local maps, but practically this distinc-

tion makes little sense for topological maps. Proponents of local maps, or localists, argue

that maintaining local maps is preferable due to their lightweight memory and compute

options when updating or caching, their better synergy with multi-robot systems for ex-

ploration, and protection against wide scale map degradation during optimization should a

particular submap be corrupted [265, 359]. In other words, failures during map building

may be confined to a local map rather than propagate to the whole map.
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On the other hand, globalists argue that global representation facilitate easier and more

efficient planning, and can sometimes allow encoding more information about relationships

between different entities in the map. Moreover, global maps support better metrics for un-

derstanding and maintaining global consistency within the map. Last, globalists also argue

that maintaining multiple maps actually creates an additional, difficult problem, which is

to properly align multiple, partially overlapping maps in order to ensure accurate models

of the environment at the boundaries. Overall, there is not a clear consensus yet on the best

approach, and the answer will likely depend on the specific capabilities of the robot and the

deployment conditions.

2.3.8 Conclusion

There are clearly many options for representing the environment. Often, their fitness

for a given application is a complex function of a variety of factors including the nature

and dynamics of the operating environment, the quality and quantity of data from different

sensing modalities, the ease of programming and maintaining the software, the availability

of memory, and the predictability and cost of failure. Unfortunately, there is no universally

best option. In fact, many systems end up using more than one of these representations,

often in an ad-hoc way, as it is determined during development that certain localization,

planning, or safety needs cannot be simultaneously satisfied by a single representation.

Thus, research on more comprehensive representations remains an important effort.

2.4 Anatomy of a Modern SLAM System

2.4.1 Overview

Generating maps using pose-graph optimization follows a general process. Data from

sensors is combined with the existing map and an estimate of the robot’s previous location

to estimate the robot’s new location. Given this new location, the sensor data is com-

bined with the existing map to estimate the new map. When new data from a sensor is
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available, this process is repeated using the most current estimates of the map and robot

location. Below, we detail these processes roughly in the order in which they occur in an

actual implementation. Naturally, as the process progresses, higher-level or more abstract

data representations are considered and manipulated and such sub-processes often occur at

increasing time-scales.

2.4.2 Feature Extraction

2.4.2.1 Proprioception

Strictly speaking, there are no features extracted from proprioceptive data. However,

since these sensors typically operate much faster (≈10x) than the exteroceptive sensors,

they produce a sequence of data (a time-series) over which some pre-processing must still

be run prior to creating factors in the factor graph. Generally, there are two operations:

smoothing or filtering, and numerical integration. The former is technically optional, but

in systems where the sensor has a known bias or is very noisy, it is common to remove

the bias and apply some flavor of moving average. Integration is performed to transform

the time-series data into a single data item representing the cumulative motion measured

by the proprioceptive sensors between the last exteroceptive reading and the current one.

This occasionally also involves interpolating time-series points to exactly match the time

bounds of the integration period to the timestamp of the exteroceptive data. The product of

this process is an estimate of the robot’s current pose using proprioception alone, similar to

the process update step in a Kalman filter.

2.4.2.2 Exteroception

The specifics of feature extraction on exteroceptive data vary significantly, depending

on the modality. Generally speaking, features encode local signals within an image or a

point cloud that represent both the appearance of a particularly salient part of the signal as

well as its location relative to the robot at the time it is sensed. Exteroceptive features are

usually found in two steps. First, a feature detector is run. The feature detector applies,
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usually through some form of convolution, a detection pattern across all areas of the input.

A common example for feature detectors are corner detectors[235, 21].

Once a set of points have been labeled as features, a different set of operations is ap-

plied that compute feature descriptors for all detected features. Feature descriptors are

often represented as vectors or matrices, and represent the local appearance of the signal

in a color image (ORB) [311] or a laser scan (FLIRT) [361], (FALKO) [159]. Recently,

there has been significant work on using deep learning to improve the feature extraction

process, mostly using color images. These efforts include learning latent representations of

descriptors [410, 302].

2.4.3 Correspondence Calculation

Given a list of newly detected features, along with their descriptors and locations,

these features can be compared against previously observed features in order to estab-

lish re-observation. We call this step correspondence calculation. The goal is to detect

re-observations while avoiding false positive identifications, since their inclusion into the

inference process can create large errors in location estimate. In the most basic setting,

where the task is to compare, for example, two dense point clouds, then correspondences

must be calculated between (almost) every point in the previous frame to every point in

the current frame. This can be very expensive for raw data, and there are extensions based

on spatial partitions, like the kd-tree [293, 416], that help minimize this cost. Generally,

systems also attempt to find correspondences between the current data and data from mul-

tiple frames prior. This is known as ‘loop closure’. There are several ongoing research

efforts investigating methods to search efficiently for potential loop closures among past

data instances in order to meet robots’ real-time operating constraints [391, 204, 179, 254].

2.4.4 Pose Optimization

In this step, we use the correspondences established in the previous step to finish defin-

ing one of the localization problems. In a Kalman filter or particle filter, correspondences
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would checked against the map to determine the measured state (Kalman filter) or the prob-

ability of being in a given state (a particle in a particle filter). In pose-graph, the correspon-

dences would create new cost functions that would be added to the optimization problem.

Generally, this step involves adding any new observations (Kalman filter, particle filter) or

cost functions (pose-graph), and then running inference (filters) or non-linear optimization

(pose-graph) to get the maximum likelihood current pose or trajectory. Please see section

2.2 for a more comprehensive overview.

2.4.5 Map Curation

This step is typically the last step before processing the next sensor data (camera image,

laser scan, etc.). During this step, the map is updated with the new information sensed

during the current time step. Maps may be updated in three different ways: addition,

revision, and deletion. Additions are most common when the robot begins its deployment,

and usually consist of initializing new elements within the map’s data structure. These

may be raw data, such as images or laser scans, but are more often stored as the memoized

outputs of feature detectors or descriptors, or a collection of parametric models that have

been fit to the data. Map representations tend to grow without bound either with respect

to the number of features observed or the volume of space explored. In both cases, as

the robot stops exploring completely new regions of its operating environment, additions

decrease and eventually stop and the memory footprint of the map stops growing.

Revisions occur during both the exploration phase, as well as during future deployments

when the map already represents all of the navigable area. Generally, revisions and map

updates are some of the most challenging processes to model correctly, since they can be

heavily influenced by both dynamics in the environment as well as observation errors. The

method of map update, more so than the underlying representation of the map itself, is what

explains the majority of the diversity in mapping research. Deletions, unlike additions and

revisions, a are typically not common. They usually represent a major event that drastically
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affects the robot’s belief about the world, although they can also technically occur as the

result of a revision, for example if two line segment features are determined to be two

different observations of the same wall.

2.4.6 Learning and Other Offline Processes

Beyond the core processes that run in every SLAM system, there are a number of aux-

iliary processes that are not required, but nevertheless frequently helpful. These can in-

clude post-hoc corrections to maps and models, such as Human-in-the-Loop SLAM [255]

or semantic labeling [88]. These tools generally help build higher quality models of the

environment more efficiently.

There are tools roboticists can use to understand different types of failures and diagnose

their provenance. For example, the Laser2Vec system [254] creates latent representations

of raw data and stores it in a database where it can then be provided to answer a range of

general similarity queries in order to aid data exploration. Moreover, some problems are

easy to detect and diagnose but very difficult to solve. Because of this, many researchers

have proposed more expansive visions for human-robot teams, where robots operate in a

largely autonomous manner, but can engage human-based resources should they encounter

such a problem. For example, during navigation [65].

Last, and perhaps most significantly, many of the processes described in this section

contain sub-problems that may be improved by learning. Although the back-end algorithms

are well-motivated and stand on theoretically solid ground, most of the front-end steps do

not share this property. Therefore, it is plausible that learning different functions to perform

front-end subroutines which have previously been largely hand-crafted may lead to better

performance overall. Previously, we highlighted this phenomenon in the context of feature

detection and description, but it is also true for tasks like correspondence calculation [325]

or scene similarity [401]. Last, one additional auxiliary area in which learning has been

particularly helpful has been failure prediction. This includes for SLAM-adjacent tasks
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such as [89, 101]. However, currently there is no work we are aware of that has learned to

predict SLAM algorithm performance.

2.5 Decision Making and SLAM

So far, SLAM systems have been presented as passive systems that simply do their

best to localize and build maps given data streams, with no internal agency to affect the

contents of the data stream. This is the most modular view of these systems and the view

which this thesis adopts, where SLAM systems operate in a highly integrated but causally

detached manner from the rest of the robotics stack. In this section, we present several

common problem formulations that break this assumption and introduce an element of de-

cision making into so-called ‘integrated’ or ‘active’ SLAM systems. From a theoretical

perspective, these formulations allow potentially greater performance while marginally in-

creasing computational burden, but their main drawback is often a significant increase in

software complexity and potentially a less robust system.

2.5.1 Exploration

Exploration of a new environment, whether explicit or implicit, human guided or fully

autonomous, is a necessary problem for all mobile robots unless they are given a map pre-

deployment. Here, we focus on explicit algorithms for exploration [287]. These algorithms

take a partially complete map and the robot’s current location estimate and produce a new

waypoint or drive goal that is generally designed to further complete the map. The very

earliest methods for exploration optimized for covering the unknown areas as quickly as

possible, usually using measures of information gain in a greedy manner [395, 337]. How-

ever, later methods recognized the need to balance map coverage with both map accuracy

and exploration time[172]. Therefore, more complicated ‘localizability’ metrics were in-

troduced, based on the estimate of the lowest vehicle pose covariance attainable from a

given location, and were used to balanced evaluation of alternative motion actions [216].
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Other methods reject a more custom metric and instead estimate probability of a “good

enough” map as the probability that the Kullback-Leibler divergence between the true pos-

terior and our particle-based approximation is smaller than a given threshold [54]. Regard-

less, many of these greedy methods are based on the assumption that the environment is

represented by a completely unexplored occupancy grid and that information gain is the

driving factor. Moreover, although these methods want to maximize information gain, they

can only do so over a set of sampled target poses.

Rather than a greedy approach, some proposals suggest optimizing the entire trajectory.

Due to the accumulation of localization errors over time as the robot explores, it can often

be advantageous to re-observe some features in the environment. These re-observations,

often called ‘loop closures’ although they need not occur due to a loop in the trajectory,

provide valuable data in the form of additional cost functions within the optimization prob-

lem. If these re-observations can be established with bounded error, they serve to bound to

accumulation of localization drift that occurs between re-observations.

A natural problem then is how to optimally trade off between spending time re-

observing known parts of the environment in order to reduce uncertainty versus spending

time observing new parts of the map in order to complete exploration efficiently. Unfor-

tunately, this problem is usually an instance of a partially observable Markov decision

process (POMDP) [221]. One such work avoids solving for the optimal sequence of ac-

tions exactly, which typically involves enormous computational cost, by using a version

of breadth first search (BFS) and some additional bookkeeping to generate high-quality

approximations [329]. Other methods plan actions specifically for loop closure, often

called ‘active’ loop closure [62, 58].

Last, there have several attempts to learn policies for active loop closure during ex-

ploration. These include both end-to-end exploration policies [172, 60], as well as more

hierarchical and modular systems [56]. Unfortunately, these systems are yet to surpass their
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non-learning counterparts in any meaningful metric, and in most cases are significantly less

performant.

2.5.2 Navigation

Even completed maps offer many opportunities for more tightly coupled planning and

localization. Of course, path, route, or trajectory planning requires a map, but here we

focus on situations where efficiency in navigating from one point to another is not the

only planning objective. For example, path planning that takes localizability into account

in belief space [128] via extensions to common path planning frameworks; here they use

BRMs[292], an extension or PRMs[163], which require linear belief updates. They use

UKF posteriors. Localizability has also been modeled using terrain complexity as a cost in

A* path planning for an AUV [196], within the belief update in a particle filter [355], and

using potential fields [327].

2.5.3 Disambiguation

Unfortunately, there are many scenarios when a robot’s localization estimate has de-

graded enough such that it cannot disambiguate between two or more hypotheses supported

by its current observations. In such a case we might say that the robot is ‘lost’ even if its

belief about its location is not completely uniform. It is possible in these scenarios that

the robot will encounter the right stimuli in the right order so that it may recover an accu-

rate and precise belief about its location simply by moving about randomly. However, it is

usually the case that planning for disambiguation can significantly speed up this process.

This can be done actively, via belief space planning [313], or passively, such as through

adjusting parameters of a particle filter online [227]. When done actively through planning

or a pre-determined routine this is sometimes referred to as ‘recovery’ [405].
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2.5.4 Coordination

Many environments and applications require multiple robots to explore and map in an

economical or timely manner. All of the problems previously highlighted apply to these

scenarios, but there are several new issues that arise specifically when dealing with multi-

agent systems. Roughly speaking, these are issues of coordination involving questions

about if and when to send data between robots, calculation of navigation goals in order

to maintain a physical structure, such as line-of-sight connectivity, and how to best inte-

grate data from different robots into a single map. Finally, there is a robust community of

research on swarm robotics and decentralized systems applied to SLAM [19, 273, 164],

which we omit from further discussion here as in many ways the research challenges fun-

damentally differ.

2.5.4.1 Communication

Many multi-agent SLAM systems require explicit communication between agents.

However, constraints such as bandwidth or network connectivity can make these prob-

lems challenging and have promoted research to, for example, efficiently communicate

information about loop closures in multi-robot settings [282, 377, 111].

2.5.4.2 Formation

One challenging component of many communication constraints is that they often arise

from physical constraints, such as maintaining line of sight connections between agents.

Thus, several efforts have been directed towards formation control [24, 305, 230], with the

idea being that maintaining particular physical parameters while operating simplifies other

higher-level decision-making.

2.5.4.3 Loop Closure Representation

There are also significant challenges in understanding how to adapt single-robot loop

closure detection schemes to multi-robot settings [375, 322], and how to use these loop
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closures once they have been detected. Related to the problem of map merging faced by

proponents of local maps, maintaining maps generated by multiple agents is not only a

challenging perceptual problem, but also contains elements of decision making.

2.6 Decision Making Under Uncertainty

There are several paradigms for reasoning under uncertainty. One of the most effective

and robust is that of the Markov decision process and its extension, the partially observable

Markov decision process. Robots, like humans, operate in a partially observable world.

Very few phenomena of interest to a mobile robot are fully observable, and it is hard to

overstate the significance of this complication. Therefore, almost all robotic systems that

engage in sequential decision making must either model partial observability explicitly,

or inherit the risks that come with assuming fully observable state. Planning formalisms

for modeling partial observability explicitly are luckily common, and MDPs, like many

other planning models, have been extended to deal with this complication, although at a

significant cost to computation. Here, we give a brief overview of their theory and solution

techniques, particularly as they relate to their use on resource-bounded, embodied systems,

such as robots.

2.6.1 Markov Decision Processes

A Markov decision process (MDP) is a model for reasoning in fully observable,

stochastic environments [29], defined as a tuple ⟨S,A, T,R, d, γ⟩, where:

• S is a finite set of states;

• A is a finite set of actions;

• T : S × A × S → [0, 1] represents the probability of reaching a state s′ ∈ S after

performing an action a ∈ A in a state s ∈ S;
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• R : S×A×S → R represents the immediate reward of reaching a state s′ ∈ S after

performing an action a ∈ A in a state s ∈ S;

• d : S → [0, 1] represents the probability of starting in a state s ∈ S and

• γ ∈ [0, 1) is the discount factor.

A solution to an MDP is a policy π : S → A indicating that an action π(s) ∈ A

should be performed in a state s ∈ S. A policy π induces a value function V π : S → R

representing the expected discounted cumulative reward V π(s) ∈ R for each state s ∈ S.

An optimal policy π∗ maximizes the expected discounted cumulative reward for every state

s ∈ S by satisfying the Bellman optimality equation

V ∗(s) = max
a∈A

∑
s′∈S

T (s, a, s′)[R(s, a, s′) + γV ∗(s′)]. (2.14)

The primary objective when defining an MDP is to capture all of the information and

relations between variables essential for decision-making, and not more. As MDPs built by

hand can quickly become cumbersome to maintain, inefficient to solve, and even incorrect

or misleading in terms of their transition or reward functions. MDPs are best used when

there are many factors and uncertainty that affect a range of decisions, but the decision

outcomes are easily assessed by one or two measures. For example, describing a warehouse

with uncertain supplies and demands, but where revenue or profit is easily measured is a

potential application.

To solve MDPs exactly, one can use either linear programming [218] or take advan-

tage of the recurrence relation and apply it iteratively in what is know as value iteration,

as originally suggested by Bellman [29]. Both approaches end up being forms of dynamic

programming. MDPs unfortunately do not scale very well as their models get larger, par-

ticularly the size of the state space. Thus, considerable attention has been paid to their

approximate solution.
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Techniques for doing so generally adopt one of three approaches. First, there are ap-

proximate solvers that use dynamic programming methods based on value or policy itera-

tion [34, 291] and linear programming [118, 280, 290, 217]. Second, some methods com-

pute partial policies on a subset of the ground states and re-plan if the agent encounters a

state for which the partial policy is undefined [333, 286]. FF-Replan [402], a remarkably

simple yet effective algorithm for planning in MDPs, works by determinizing an MDP (i.e.

removing some or all of the stochasticity from the model), constructing a plan in the de-

terminized model, and re-planning if the agent reaches an unexpected state. Third, optimal

policies are computed on abstractions of the original problem, where there is a surjective

mapping from the original ground states to the abstract states [191]. Our approach com-

bines insights from both partial policies and abstractions but does not preclude the use

of approximate solvers. Using abstractions to reduce the size of a problem is a natural

and popular approach to solving large MDPs. The quality of these policies depends heav-

ily on the abstraction scheme, and many abstraction methods have been proposed. Some

strict definitions include bisimulation [112], statistical bisimulation [102], and bounded

MDPs [80]. Abstractions based on homomorphisms [303, 43] and generic change of basis

have also been proposed [404].

2.6.1.1 Common Variants

MDPs are a state transition representation, and many types of specialized MDP solvers

have been proposed to support problem solving in many different, but common, con-

texts. Here, we briefly cover a small number of the most prominent, before reviewing

more in-depth the subclass of variants that is perhaps most useful in robotics. Constrained

MDPs [12] solve for a value-maximizing policy subject to some other constraints, such

as constraints on occupancy measures or on state visitation probability. Multi-objective

MDPs [388] are similar, but instead of optimizing a single value function, they optimize

several, each representing a different objective. Decentralized MDPs [33] represent multi-
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agent problems in which agents are operating in a stochastic environment and seek to max-

imize reward, but do not collaborate in order to plan their policies and thus do so in a

decentralized fashion. Reward-uncertain MDPs [304] represent uncertainty over the re-

ward function, usually parameterized by a probability distribution over possible reward

functions. Partially abstract MDPs [261] are a lossy compression of MDPs used for ap-

proximately solving for policies online. They are designed to increase efficiency while

minimally affecting policy quality. Last, mixed-observable MDPs [271] can model scenar-

ios where some state factors are fully observable and others are not. They represent a sort

of half-way point between MDPs and partially observable MDPs (POMDPs).

Since their introduction, MDPs and their variants have enjoyed widespread application

to many problems in AI, including logistics [324], autonomous driving [389], and adversar-

ial modeling [374, 252]. Recently, constrained MDPs have been proposed to address more

complex and holistic problems involving potential negative side effects of agent behavior

[346, 347, 348, 251, 260], and with this, interest in the explainability of such systems has

also grown [257, 214].

2.6.2 Partially Observable Markov Decision Processes

A partially observable Markov decision process (POMDP) is a formal decision-making

model for reasoning in partially observable, stochastic environments [154]. A POMDP is

described as a tuple ⟨S,A, T,R,Ω, O, b0, γ⟩, where S, A, T , R, and γ are as in an MDP

and

• Ω is the set of observations of the agent;

• O : S × A × Ω → [0, 1] is the observation function that maps each state s ∈ S and

action a ∈ A to the probability of emitting observation ω ∈ Ω and

• b0 is an initial belief state.
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In a POMDP, the agent does not necessarily know the true state of the world at any

given time. Instead, the agent makes noisy observations that reflect its state and action. To

represent its uncertainty, the agent maintains a belief state b ∈ B, a probability distribution

over all states, where B is the space of all belief states. Initially, the agent begins with an

initial belief state b0 ∈ B. After performing an action a ∈ A and making an observation

ω ∈ Ω, the agent updates its current belief state b ∈ B to a new belief state b′ ∈ B using

the belief state update equation

b′(s′|b, a, ω) = αO(a, s′, ω)
∑
s∈S

T (s, a, s′)b(s), (2.15)

where α is the normalization constant α = Pr(ω|b, s)−1. Exact POMDP solutions are

EXP-hard [201] and in many cases undecidable [211]. Thus, approximate solutions are

the norm. Both point-based value-iteration (PBVI) [285] and solutions the represent the

POMDP policy as a finite state controller (FSC) [289], are popular approximate methods.

A policy π of a POMDP or MDP, for that matter, is often represented as a finite-state

controller (FSC) of a fixed size. Formally, an FSC is a tuple π = ⟨Q, λ, η⟩. Q is a set of

nodes representing a region of the belief space B. λ : Q → A is an action function that

maps a node q ∈ Q to an action a ∈ A. η : Q × Ω → Q is a transition function that maps

a node q ∈ Q and an observation ω ∈ Ω to a successor node q′ ∈ Q. At each time step,

the agent begins in a node q ∈ Q associated with its current belief state b ∈ B, performs

an action a ∈ A following the action function λ, and ends in a successor node q′ ∈ Q

following the transition function η. An FSC π induces a value function V π : Q × S → R

that represents the expected cumulative reward of a node q ∈ Q and a state s ∈ S, and an

optimal FSC π∗ maximizes this value function. Note that solution methods that use FSCs

of a fixed size may not be optimal as they restrict the space of policies [46].
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2.7 Machine Learning for SLAM

Machine learning, and in particular deep learning, has become popular in SLAM sys-

tems in order to detect, describe, or reject features from exteroceptive sensors or compute

similarity between features as a component of SLAM front ends. While there are some

lines of work that use neural networks to learn mappings directly from raw sensor data to

pose, we will focus on efforts confined to the front end as the end-to-end systems seem

generally not promising and are perhaps somewhat misguided as a whole, at least for most

robotics applications where exploration and generalization are required. Naturally, machine

learning techniques are most applicable for scenarios where we need to measure similarity

between two data items, but there is no a priori obvious definition for similarity. Physical

objects have sizes, shapes, colors, and masses, among many other attributes, and there is

no obvious mathematical way to combine measurements of these attributes into a singular

notion of similarity. For example, it is not clear whether a blue ball should be considered

more similar to a red ball or a blue cube. Moreover, although we have many heuristics

for defining the appearance of an image, either as a whole or some subset of the image,

these heuristics are not based on unassailable truths about the physics of our world. They

are instead based mostly on intuition and on concepts that are easy to understand and pro-

gram in order to process data. These issues are present in most low-level signal processing

tasks for robots, including feature extraction, which includes detecting feature locations

and constructing a representation in data of the feature’s appearance, as well as calculating

similarity between features in order to determine correspondence (data association) and de-

ciding when to reject features because of the surrounding context in the input (for example

using features from a cloud is not likely a robust strategy). In the following subsections we

will provide a brief overview of different applications of machine learning within SLAM

front ends, though almost all of the applications have original implementations that rely

much more heavily on hand-crafted signal processing solutions.
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2.7.1 Feature Detection and Description

Feature detection is the process of identifying salient points in the input space, for

example (x, y) pixel coordinates in an image or the corresponding re-projected 3D coor-

dinates. A salient point is a point that is likely to be both re-observable (i.e. it is not due

to a transient object like a cloud, puddle, or pedestrian) as well as distinct in that it is not

easily mistaken for another feature. The first feature detectors were designed to detect

edges, corners, or blobs in images using hand-crafted image processing techniques, fre-

quently involving convolution with specially designed kernels (see the review paper by Li

et al. for more details [195].) Some of these systems performed both feature detection and

description simultaneously.

Recently, there has been a large body of work on using machine learning to replace

hand-crafted methods for feature detection. Beginning in 2004, researchers began using

different custom features along with statistical machine learning tools like logistic regres-

sion [220, 306, 215], spectral clustering [17], random forests and other boosting techniques

using decision trees [199, 92, 93], and support vector machines [392] to identify locations

of edges or other salient points in images. These methods could adapt to new data sets and

addressed several longstanding issues in feature detection such as dealing more robustly

with textured surfaces. However, they still relied on hand-crafted or intuitive pre-processing

of the image. Very recently,

Feature description is the process of computing a data representation, usually a vector

or a matrix though occasionally a collection of heterogeneous data items, of a section of

the signal, usually centered on a point identified by a feature detector. Feature descriptors

are designed to capture difference across a range of signal attributes (for example size,

shape, color, etc.) such that descriptors for features observed at different times during the

deployment can be compared to identify when a feature is being observed for the first time

or re-observed. The first widely adopted descriptors were based on histograms of gradi-

ents (HoGs) taken at various orientations around the feature location, followed closely by
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so-called binary descriptors that constructed feature vectors using sets of carefully cho-

sen pairwise pixel comparisons. See Nashed [253] and Hartmann et al. [126] for more

comprehensive coverage.

With the advent of deep convolutional neural networks (CNNs), researchers could of-

fload both the feature description and the image pre-processing (what used to be corner

detection, for example) to the neural network. This led to the feature detection and descrip-

tion processes being combined in many CNN-based systems. Aiding in this shift was the

increasing availability of labeled data that could be used for training, either from RGB-D

sensors or from other inference problems like structure from motion [96]. The performance

advantages of deep convolutional features for SLAM have been investigated in several pro-

posed systems, including LIFT-SLAM [48], which uses LIFT features [399]; DF-SLAM

[161], which uses TFeat features [26] that are trained via a triplet network; DXSLAM [189]

which uses HF-Net features [317] consisting of a hierarchical set of features including both

local and global descriptors; and SuperPointVO [123], which uses SuperPoint features [87].

Other approaches have opted to train their own feature descriptors specifically for SLAM,

also using CNNs [117]. Beyond raw image description, there have also been attempts to in-

clude semantic information and train descriptors of scenes given semantic labels of objects

[393]. Most systems train both detectors and descriptors using the same network. There

have also been proposals to maintain a distinction between the two processes by training

independent neural networks for each task [272]. Applying deep convolutional networks

to image description, both local and global, is still an active area of research and consensus

has not been reached as to the optimal feature descriptors for use in SLAM nor whether

those descriptors are also optimal for other related robotics tasks.

2.7.2 Feature Correspondence

Feature correspondence is calculated between feature descriptors to determine if the

descriptors, which typically represent points in space relative to the robot, correspond to
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the same physical entity and thus can be informative as to the relative transformation of

the sensor between the observations. This calculation may be done between descriptors

that represent signals captured in consecutive frames or between descriptors separated by

a large amount of time. In the latter case, identifying such correspondences is often called

‘loop closure.’ If the descriptors represent an area larger than a single image patch or

section of a laser scan, this has also been referred to as ‘place recognition’, and CNNs have

been shown to quite good at identifying whole-image similarity [344], both for other tasks

as well as loop closure detection [143, 331, 345].

Originally, correspondence calculations were done using custom metrics defined over

the given hand-crafted feature descriptor. However, as learning-based systems have become

more popular for generating feature descriptions, this has changed. Because the outputs of

learned feature descriptors are generally much less interpretable, researchers have moved

away from defining custom similarity functions and are now more likely to use common

metrics for high-dimensional vector spaces, like Euclidean distance and cosine distance.

For example, some approaches specifically guide the training of their networks so that the

output descriptors are well-behaved with respect to Euclidean distance[330, 360] or cosine

similarity [247, 144].

Because neural networks have no a priori obligation to produce embedding spaces with

straightforward geometric interpretations, many researchers have opted to train secondary

networks to evaluate the similarity between neural feature descriptors [407, 124, 254].

Moreover, some systems skip explicit correspondence calculations entirely and attempt

to solve the pose registration or homography estimation problem directly using a second

network on the output of a previous network that produces feature descriptions [86]. While

such approaches are not as brittle as many end-to-end neural SLAM systems, they do share

many of the same drawbacks.
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2.7.3 Feature Rejection

Feature rejection is a relatively new component in SLAM systems. Feature detectors are

often designed to be conservative in that they do not identify regions of interest in a signal

unless they are very salient. However, because these detectors often have a very localized

view of the signal when deciding whether to tag a region for description, it is extremely

difficult to remove or avoid false positives (parts of the signal erroneously identified as

being salient) entirely.

Thus, new research on methods for rejecting potentially low-quality features has be-

come more prominent. These methods either exclude certain regions of the signal from

examination entirely, for example by using custom learned models [297] or based on se-

mantic segmentation [160], or by rejecting features based on other qualities after detection,

for example by using a random forest to select long-track features from images [318], or us-

ing optimization to minimize the number of features from a LiDAR scan while preserving

the information matrix structure [152]. Overall, feature rejection methods are still relatively

unexplored and likely have substantial untapped potential for many SLAM applications.

2.7.4 Common Neural Network Architectures

By far the most influential neural network architecture for SLAM has been the convo-

lutional neural network (CNN) [183, 414, 378]. This is not surprising considering many

of the most common sensor inputs robots receive are most naturally represented in 2D

matrices, and many CNNs have been designed specifically to detect patterns in 2D data.

Moreover, there are many CNN network architectures that exploit the multi-scale signals

present in many images in a much more direct and efficient manner than typical feed-

forward networks. See the following excellent survey for a more comprehensive view of

literature on CNNs [198].

Beyond CNNs, there have been several other influential network architectures that align

nicely with common problems in robotic perception. Perhaps most well known is the au-
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toencoder [314]. Autoencoders are often used to learn representations of data in an unsuper-

vised manner, with the primary benefit being that they are free to exploit many non-linear

patterns in the data that traditional transformation or dimensionality reduction techniques,

like principal component analysis, cannot. While autoencoders are often the tool of choice

to learn representations of data, learning similarity functions between data is also impor-

tant. In this area, Siamese networks [47] and triplet networks [138] have become essential

tools. These networks again allow the training of non-linear similarity measures in a very

low-supervision manner, and form the backbone of most non-linear, neural-based similarity

measures for robotic perception.

Despite the large number of applications of machine learning, and deep learning in par-

ticular, to many processes in the SLAM front end, there have been relatively few applied

to more meta-level problems and processes in SLAM, such as those discussed at length

in Chapters 7-9. For these problems which often involve sequential reasoning it is likely

that other architectures that handle time more natively, such as recurrent neural networks

(RNNs) [99, 137, 67] or Transformers [373], will eventually play an important role. How-

ever, we do not cover their applications to such problems in this thesis.
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CHAPTER 3

CURATING LONG-TERM VECTOR MAPS

One challenging aspect of long-term autonomy in a human environment is robustness

to changes in the environment. Many approaches have been proposed to reason about a

changing environment, including estimating the latest state of the environment [379, 176],

estimating different environment configurations [38, 182], or modeling the dynamics of

the environment [42, 316, 363, 18, 386]. However, in large environments, it may not be

feasible to make the periodic observations required by these approaches. Therefore, an

alternative approach is to model observations in human environments as arising from three

distinct types of features [40]: Dynamic Features (DFs) or moving objects such as peo-

ple or carts; Short-Term Features (STFs) or movable objects such as tables or chairs; and

Long-Term Features (LTFs) which persist over long periods of time, such as office walls or

columns. Episodic non-Markov Localization (EnML) [40] simultaneously reasons about

global localization information from LTFs, and local relative information from STFs. A

key requirement of EnML is an estimate of the Long-Term Vector Map: the features in the

environment that persist over time, represented in line segment or vector form (Fig. 3.1).

This chapter introduces an algorithm to build and update Long-Term Vector Maps in-

definitely, using observations from all deployments of all the robots in an environment.

This algorithm filters out observations corresponding to DFs from a single deployment us-

ing a signed distance function (SDF) [73]. Merging the SDFs from multiple deployments

then filters out the short-term features. Remaining observations correspond to LTFs, and

are used to build a vector map via robust local linear regression. Uncertainty estimates of
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C D

Figure 3.1: Observations at different stages of the LTVM pipeline. In alphabetical order:
raw data from all deployments, weights computed by the SDF, filtered data, final LTVM.

the resultant Long-Term Vector Map are calculated by a novel Monte Carlo uncertainty

estimator. The algorithm thus consists of the following steps:

1. Filter: Use the most recent observations to compute an SDF and discard points based

on weights and values given by the SDF.

2. Line Extraction: Use greedy sequential local RANSAC [104] and non-linear least-

squares fitting to extract line segments from the filtered observations.

3. Estimate Feature Uncertainty: Compute segment endpoint covariance estimates via

Monte Carlo resampling of the observations.

4. Map Update: Add, merge, and delete lines using a de-coupled scatter matrix repre-

sentation [39].

This method takes advantage of the robust filtering provided by the SDF while avoiding

dependency on a discrete world representation and grid resolution by representing LTFs as

line segments in R2. The benefits of this approach are illustrated in several experiments

that find vector maps constructed via SDF filtering comparable or favorable to occupancy

grid based approaches along several metrics.
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The problem of long-term robotic mapping has been studied extensively, with most

algorithms relying on one of two dominant representations: occupancy grids [97, 239] and

geometric or polygonal maps [57, 413]. Recently, work towards metric map construction

algorithms that are able to cope with dynamic and short-term features has accelerated. Most

of these approaches fall into one of four categories: dynamics on occupancy grids, latest

state estimation, ensemble state estimation, and observation filters.

One common approach models map dynamics on an occupancy grid using techniques

such as learning non-stationary object models [42] or modeling grid cells as Markov

chains [316, 363]. Alternatively, motivated by the widely varying timescales at which

certain aspects of an environment may change, some approaches seek to leverage these

differences by maintaining information relating to multiple timescales within one or more

occupancy grids [18, 386]. Other approaches estimate the latest state of the world, in-

cluding dynamic and short-term features. Dynamic pose-graph SLAM [379] can be used

in low-dynamic environments, and spectral analysis techniques [176] attempt to predict

future environment states on arbitrary timescales.

Instead of estimating solely the latest state, some approaches estimate environmental

configurations based on an ensemble of recent states. Temporal methods such as recency

weighted averaging [38] determine what past information is still relevant, and other tech-

niques such as learning local grid map configurations [182] borrow more heavily from the

dynamic occupancy grid approach. Another approach filters out all observations corre-

sponding to non-LTFs, resulting in a “blueprint” map. Previous algorithms have had some

success filtering dynamic objects, specifically people [121], but have struggled to differen-

tiate between STFs and LTFs. Furthermore, all of the methods mentioned above rely on

an occupancy grid map representation, whereas this method produces a polygonal, vector

map that does not rely on discretization of the operating environment.
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3.1 Long-Term Vector Mapping

Long-term vector mapping runs iteratively over multiple robot deployments, operating

on the union of all registered laser observations from the given deployment, aligned to

the same frame. We call these unions composite scans (see Fig. 3.2) and denote them

C = ∪Ni=1Si, where Si is a single laser scan. Composite scans are processed in batch after

each deployment, and may be generated via Episodic non-Markov Localization [40] or a

similar localization algorithm.

After each deployment, a short-term signed distance function (ST-SDF) given by a set

of weights W ′ and values V ′ is computed over the area explored by the robot by consid-

ering the composite scan C. SDFs are typically used to implicitly represent surfaces, and

are essentially a paring of two different weighted sums: one related to the consistency with

which particular observations are made (weights) and the other related to the data contained

in the observation (values). Splitting the aggregation of data into these two independent

sums allows more robust filtering techniques as reasoning can be done conditioned on two

(aggregate) measurements instead of one. The ST-SDF is then used to update the long-

term SDF (LT-SDF), given by W and V , which aggregates information over all previous

deployments. The updated LT-SDF is denoted W ∗ and V ∗, and is used to determine a fil-

tered composite scan C ′ ⊂ C, containing observations corresponding exclusivley to LTFs.

We call this process SDF-filtering. Note that after only one deployment, it is not possible

to distinguish STFs from LTFs. However, as the number of deployments increases, the

number of observations corresponding to STFs in C ′ approaches zero.

The next step in our algorithm is feature (line) extraction. Line extraction does not rely

on any persistent data, using only the filtered composite scan C ′ to extract a set of lines

L′. Each l′i ∈ L′ is defined by endpoints pi1 and pi2 , a scatter matrix Si, a center of mass

picm , and a mass Mi. Uncertainties in the endpoints of each line segment are computed by

analyzing a distribution of possible endpoints generated via Monte Carlo resampling the

initial set of observations and subsequently refitting the samples. For a given line li the
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Є ЄЄS1 S2 S3 S2S1 S3C  

Figure 3.2: Composite scan. Each dot represents an observation c ∈ C. Composite scan
C is constructed by aligning scans S1 . . . SN to the same frame. Alignment could be done
by Episodic non-Markov Localization [40] or a similar localization algorithm. We assume
this step is already complete.

uncertainty estimation step takes as input the endpoints pi1 and pi2 and a set of inliers Ii,

and produces covariance estimates Qi1 and Qi2 for these endpoints.

The long-term vector map is updated based on the newest set of extracted lines and

the current SDF. Similar lines are merged into a single line, obsolete lines are deleted,

and uncertainties are recomputed. Thus, this step takes the results from the most recent

deployment, L′, as well as the existing map given by L, W ∗, and V ∗, and outputs an

updated map, L∗. Fig. 3.3 presents an overview of the algorithm as it operates on data from

a single deployment.
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SDF
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SDF
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Points

Long-Term
SDF

Long-Term
Map

Long-Term
SDF

Long-Term
Map
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Figure 3.3: Flow of information during processing of a single deployment, deployment n.
Boxes 1, 2, and 3 correspond to SDF filtering, line finding and uncertainty estimation, and
map updating, respectively.
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3.2 SDF-based Filtering

Let C be a composite scan, where c ∈ C is a single observation providing depth ρ and

angle α with respect to the laser’s frame and the robot pose p = (x, y, θ) at which ρ and α

were recorded. That is, c = [ρ, α, p]. The filtering problem is to determine C ′ ⊂ C such

that all c′ ∈ C ′ originate from LTFs and all c ∈ C \ C ′ originate from STFs and DFs.

Determining C ′ is a three-step process. First, we construct a ST-SDF over the area

observed by the robot during the deployment corresponding to C. Next, we update the

LT-SDF based on the ST-SDF. Finally, we use the updated LT-SDF to decide which obser-

vations correspond to LTFs.

3.2.1 SDF Construction

SDFs operate over discretized space, so we create a grid of resolution q containing all

c ∈ C. Each pixel in the SDF maintains two measurements, a value d0 and a weightw0. For

every observation c ∈ C, all pixels that lie along the given laser ray update their respective

values according to d0 = w0d0+wd
w0+w

and w0 = w0 + w, where d0 and w0 are the current

distance and weight values, respectively, and d and w are the distance and weight values

for the given reading c. d and w are given by

d(r) =


δ if r > δ

r if |r| ≤ δ

−δ if r < −δ

, w(r) =


1 if |r| < ϵ

eG if ϵ ≤ |r| ≤ δ

0 if |r| > δ,

(3.1)

where G = −σ(r − ϵ)2 and r is the signed distance from the range reading to the pixel,

with pixels beyond the range reading having r < 0 and those in front having r > 0. σ and

ϵ are parameters that depend on the accuracy of the sensor. Pixels that are located along

the ray but are more than δ beyond the detection point are not updated since we do not

know whether or not they are occupied. Fig. 3.4 illustrates a single pixel update during

SDF construction. Note that this process is parallelizable since weights and values for
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each pixel may be calculated independently. Thus, the SDF construction step, outlined in

Algorithm 1, runs in time proportional to |C|.
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Figure 3.4: SDF construction from a single laser ray. Pixels along the laser ray are updated
if they are free, or if they are just beyond the obstacle. Over many ray casts, pixels may be
marked as belonging to more than one category (boundary, interior, exterior) due to sensor
noise. The SDF’s main advantage is that it ignores erroneous readings.

The intuition for the weight and value functions comes from two observations. First,

capping |d(r)| by δ helps keep our SDF robust against anomalous readings. Second, w(r)

follows common laser noise models. Other choices for d(r) and w(r) may yield similar

results; however, these choices have already been successfully adopted elsewhere [49].

3.2.2 SDF Update

Once the ST-SDF is calculated we normalize the weights:

wnorm =


0 if w

wmax
≤ T1,

1 otherwise.
(3.2)

Here, wmax is the maximum weight over all pixels and T1 is a dynamic feature threshold.

The LT-SDF is then updated as the weighted average of the ST-SDF and the LT-SDF, i.e.

W ∗ =WEIGHTEDAVERAGE(W,W ′). Pixel weights loosely map to our confidence about
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the associated value, and values are an estimate for how far a pixel is from the nearest

surface.

3.2.3 SDF Filter

Given an up-to-date SDF, we determine C ′ using bicubic interpolation on the position

of each observation c and the updated LT-SDF. The filtering criteria are c′ ∈ C ′ if BICU-

BICINTERPOLATION(c,W ∗) > T2 and BICUBICINTERPOLATION(c, V ∗) < Td, where T2

is a STF threshold and Td is a threshold that filters observations believed to be far from the

surface of any object. Lines 11-15 in Algorithm 1 detail the filtering process. Thus, after

running SDF FILTERING(C,W, V ), we obtain a filtered composite scan C ′, used to find

LTFs. Additionally, SDF FILTERING updates the LT-SDF needed for the map update step.

Intuition for the effect of thresholds T1 and T2 is helpful in understanding SDF filtering.

Both thresholds act on SDF weights, but T1 is applied before weight normalization, whereas

T2 is applied post normalization. T1 can be thought of as a DF filter, rejecting pixels

which contained observations infrequently relative to the highest weight pixel, implying

a transient state of occupation. A too-high value of T1 filters some of the static features

due to the non-uniform nature of the laser scan; e.g. some objects (pixels) are observed

more frequently than others. A too-low value of T1 causes objects which are dynamic to be

misclassified as static, and thus promotes erroneous feature creation. An extreme case of

T1 = 0 marks all pixels as containing static objects and thus prevents the map update step

from deleting features.

T2 can be thought of as the STF filter. After each deployment, the map update step

calculates an average of all previous deployments, and decides to accept or reject current

observations and features based on T2. A too-high value of T2 results in fracture of true

LTFs due to noise in observations, since there is a small chance the laser fails to register

enough observations of a part of an LTF, causing a failure to pass the T1 threshold on
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Algorithm 1 SDF FILTERING

1: Input: Raw composite scan C, long-term SDF weights W and values V
2: Output: Filtered composite scan C ′, updated SDF weights W ∗ and values V ∗

3: V ′ ← empty image
4: W ′ ← empty image
5: for all range readings c ∈ C do
6: V ′ ← VALUEUPDATE(W ′, c)
7: W ′ ← WEIGHTUPDATE(W ′, c)

8: W ′ ← NORMALIZE(W ′)
9: W ∗, V ∗ ← UPDATESDF(V ′,W ′)

10: C ′ ← ∅
11: for all range readings c ∈ C do
12: bw ← BICUBICINTERPOLATION(W ∗, c)
13: bv ← BICUBICINTERPOLATION(V ∗, c)
14: if bw > Tw and bv < Tv then
15: C ′ ← C ′ ∪ c

some deployments. A too-low value of T2 causes STFs which are only rarely absent to be

classified as LTFs, such as doors which are most often closed.

3.3 Line Extraction

Given C ′, extracting lines l1 . . . ln requires solving two problems. First, for each li, a

set of observations Ci ⊂ C ′ must belong to line li. Second, endpoints pi1 and pi2 defining

line li must be found. We take a greedy approach, utilizing sequential local RANSAC to

provide plausible initial estimates for line endpoints p1 and p2. Points whose distance to

the line segment p1p2 is less than Tr, where Tr is proportional to the noise of the laser,

are considered members of the inlier set I . Once a hypothetical model and set of inliers

with center of mass pcm have been suggested by RANSAC (lines 5-7 in Algorithm 2), we

perform a non-linear least-squares optimization using the cost function
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R =
||pcm − p1||+ ||pcm − p2||

|I|

+


||p− p2|| if t < 0

||p− p1|| if t > 1

||p′1 + t(p′2 − p′1)− p|| otherwise

.

(3.3)

The new endpoints p′1 and p′2 are then used to find a new set of inliers I ′. t = (p−p′1)·(p′2−p′1)

||p′2−p′1||2

is the projection of a point p ∈ I onto the infinite line containing p′1 and p′2. Iteration

terminates when ||p1 − p′1||+ ||p2 − p′2|| < Tc, where Tc is a convergence threshold.

This cost function has several desireable properties. First, when all points lie between

the two endpoints, the orientation of the line will be identical to the least-squares solu-

tion. Second, when many points lie beyond the ends of the line segment, the endpoints

are pulled outward, allowing the line to grow and the region in which we accept inliers

to expand. Last, the ||pcm−p1||+||pcm−p2||
|I| term allows the line to shrink in the event that the

non-linear least-squares solver overshoots the appropriate endpoint. Once a set of lines L′

has been determined by running LINE EXTRACTION(C ′) we complete our analysis of a

single deployment by estimating our uncertainty in feature locations.

Algorithm 2 LINE EXTRACTION

1: Data: Filtered composite scan C ′

2: Result: Set of new lines L′

3: L′ ← ∅
4: while C ′ not empty do
5: Propose p1, p2 via RANSAC
6: I ← FINDINLIERS(p1, p2)
7: p′1, p

′
2 ← FITSEGMENT(I)

8: while ||p′1 − p1||+ ||p′2 − p2|| > TC do
9: I ← FINDINLIERS(p′1, p

′
2)

10: p1, p2 ← p′1, p
′
2

11: p′1, p′2 ← FITSEGMENT(I)
12: L′ ← L′ ∪ p′1p′2
13: C ′ ← C ′ \ I
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3.4 Uncertainty Estimation

Given a line li, with endpoints pi1 and pi2 and a set of inliers Ii, uncertainty estimation

produces covariance estimates Qi1 and Qi2 for pi1 and pi2 , respectively. To estimate Qi1

and Qi2 we resample ci ∼ Ii using the covariance Qc
i of each range reading. Qc

i is derived

based on the sensor noise model in [283]. In world coordinates Qc
i is given by

Qc
i =

ρ2σ2
α

2

 2sin2(α + θ) −sin(2(α + θ))

−sin(2(α + θ)) 2cos2(α + θ)


+
σ2
ρ

2

 2cos2(α + θ) sin(2(α + θ))

sin(2(α + θ)) 2sin2(α + θ)

 ,
(3.4)

where σρ and σα are standard deviations for range and angle measurements for the sensor,

respectively. Resampling k times, as shown in Fig. 3.5, produces a distribution of p1 and p2.

We then construct a scatter matrix S from the set of hypothetical endpoints, and compute

covariances Q1 and Q2 by using the SVD of S.

The Monte Carlo approach, detailed in Algorithm 3, is motivated by the following fac-

tors: 1) There is no closed-form solution to covariance for endpoints of a line segment. 2) A

piece-wise cost function makes it difficult to calculate the Jacobian reliably. 3) Resampling

is easy since we already have Ii and can calculate Qc
i .

3.5 Map update

Given the current map L, the LT-SDF, and a set of new lines, L′, where every li ∈ L′

is specified by a set of endpoints pi1 and pi2 , a set of covariance matrices Qi1 and Qi2 , a

center of mass picm , a mass Mi, and a partial scatter matrix Si, the update step produces an

updated map L∗.

The map updates are divided into two steps outlined in Algorithm 4. First, we check

if all current lines in the map are contained within high-weight regions. That is, we check

that the weight wxy of every pixel a given line passes through satisfies wxy ≥ T2. If a
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Algorithm 3 FEATURE UNCERTAINTY ESTIMATION

1: Input: Set of new lines L′, number of samples k
2: Output: Set of endpoint covariance estiamates Q′

1, Q
′
2

3: Q′
1 ← ∅, Q′

2 ← ∅
4: for all l′i ∈ L′ do
5: P ′

1 ← ∅, P ′
2 ← ∅

6: Ii ← inliers associated with l′i
7: for k iterations do
8: I ′i ← ∅
9: for all c ∈ Ii do

10: c′ ← SAMPLE(Ii, c, Q
c
i)

11: I ′i ← I ′i ∪ c′

12: p′1, p′2 ← FITSEGMENT(I ′i)
13: P ′

1 ← P ′
1 ∪ p′1, P ′

2 ← P ′
2 ∪ p′2

14: Q′
1 ← Q′

1∪ ESTIMATECOVARIANCE(P ′
1)

15: Q′
2 ← Q′

2∪ ESTIMATECOVARIANCE(P ′
2)

Original
Inlier Set

First 
Inlier Set

kth 
Inlier Set

Covar.
Estimate

Figure 3.5: Monte Carlo uncertainty estimation of feature endpoints. Given an initial set
of observations and their corresponding covariances represented by ellipses, we resample
the observations and fit a line k times. The resulting distribution of endpoints is used to
estimate endpoint covariance.

line lies entirely within a high-weight region, it remains unchanged. Similarly, if a line

lies entirely outside all high-weight regions, it is removed. If only part of a line remains

within a high-weight region, we can lower bound the mass of the remaining region by

M ′ = M
||p′1−p′2||
||p1−p2|| , where p′1 and p′2 are the extreme points of the segment remaining in the
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high-weight region (line 11). We then resampleM ′ points uniformly along the line between

p′1 and p′2, adding Gaussian noise in the perpendicular direction with a standard deviation

σ based on the sensor noise model. The points are then fit using the cost function given in

(4). The sampling and fitting process is executed a fixed number of times (lines 12-16), and

the distribution of fit results is then used to compute covariance estimates for the new line.

The second part of the update involves merging new lines, L′, with lines from the

current map, L. This process consists of first finding candidates for merging (lines 22-23)

and then computing the updated parameters and covariances (lines 24-25). Note that the

mapping from new lines to existing lines may be onto, but without loss of generality we

consider merging lines pairwise. Because our parameterization uses endpoints, lines which

ought to be merged may not have endpoints near one another. So, we project p′i1 and p′i2

from l′i onto lj , resulting in pprojj1
and pprojj2

, respectively. l′i and lj are merged if they pass

the chi-squared test:

χ2 = ∆lTk (Q
int
jk

+Q′
ik
)∆lk < Tχ, k = 1, 2 (3.5)

where ∆lk = p′ik − pprojjk
, and Qint

jk
is given by a linear interpolation of the covariance

estimates for pj1 and pj2 determined by where p′ik is projected along lj .

We would like our merged LTFs and their uncertainty measures to remain faithful to

the entire observation history. However, storing every observation is infeasible. Instead,

our method implicitly stores observation histories using decoupled scatter matrices [39],

reducing the process of merging lines with potentially millions of supporting observations

to a single matrix addition.

The orientation of the new line is found via eigenvalue decomposition of the asso-

ciated scatter matrix, and new endpoints are found by projecting the endpoints from the

original lines onto the new line and taking the extrema. Thus, after executing MAP UP-

DATE(L′, L,W ∗, V ∗), we have a set of vectors L∗ in R2 corresponding to LTFs. Table 3.1

displays the major parameters and physical constants needed for long-term vector mapping.
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(g) (h) (i)
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Figure 3.6: Raw data, filtered data, and resultant maps for MIT (a-c), AMRL (d-f), Wall-
occlusion (g-i) and Hallway-occlusion (j-l) datasets. Data shown in the left and center
columns are aggregates of all deployments and are not stored while the algorithm is operat-
ing. The last column is the resultant LTVM which is stored in full, requiring only a few KB.
Note the absence of STFs from the final maps, as well as the presence of doorways. In the
MIT dataset, some doors were open only once over all deployments. Hallway-occlusion
demonstrates the algorithm’s robustness to STFs, as it is able to distinguish the column in
the hallway even as it is partially or completely occluded on every deployment.

3.6 Results

To demonstrate the effectiveness of our algorithm we mapped 4 different environments,

including standard data. Data was also collected from three separate environments, in

addition to the MIT Reading Room: AMRL, Wall-occlusion, and Hallway-occlusion, using

a mobile robot platform and a Hokuyo UST-10LX laser range finder. The AMRL, Wall,

and Hall datasets consist of 8, 5, and 5 deployments, respectively. MIT Reading Room

contains 20 deployments. Each deployment contains hundreds of scans, corresponding to

hundreds of thousands of observations. Datasets are intended to display a high amount of

clutter and variability, typical of scenes mobile robots need to contend with.
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Table 3.1: Thresholds and physical constants

Name Symbol Domain Our Value
DF Threshold T1 (0, 1) 0.2
STF Threshold T2 (0, 1) 0.95
Line Merge Criteria Tχ2 > 0 30
Sensor Noise Threshold Td > 0 0.05 meters
RANSAC Inlier Criteria Tr > 0 0.12 meters
Line Fit Convergence Tc > 0 0.05 meters
SDF Max Value δ > 0 0.2 meters

The MIT and AMRL data sets are intended to test the accuracy of our algorithm over

larger numbers of deployments. Both rooms contain multiple doors, walls of varying

lengths, and achieve many different configurations, testing our ability to accurately iden-

tify LTF positions. The Wall- and Hallway-occlusion datasets are intended to measure our

algorithm’s robustness in environments where LTFs are heavily occluded.

Quantitatively we are concerned with accuracy and robustness, defining accuracy

as pairwise feature agreement, where inter-feature distances are preserved, and feature-

environment correspondance, where vectors in the map correspond to LTFs in the envi-

ronment. Vectors should also be absent from areas where there are no long-term features

such as doorways. Metric ground truth is established by either measuring wall lengths

or hand-fitting the parts of the data we know correspond to LTFs. Robustness refers to a

map’s ability to deal with large numbers of STFs and lack of degradation over time.

Over all datasets, our approach correctly identifies all 7 doorways (4 in MIT, 2 in

AMRL, 1 in Hallway), and correctly ignores all 73 STFs. Using the AMRL and MIT

datasets, we find the average difference between pair-wise feature separation in the gen-

erated map versus ground truth to be on the order of 2cm. Our line extraction method

yields MSE values in the order of 0.0001 meters, while marching squares yields a MSE

of roughly 0.0003, about three times as large. Additionally, marching squares yields over

3000 features while LTVM maintains on the order of 30 LTFs. Furthermore, the maps do

not degrade over the timescales tested in this paper, with no noticeable difference in av-
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Algorithm 4 MAP UPDATE

1: Input: Set of new lines L′, set of long-term lines L, long-term SDF W , V
2: Output: Updated long-term lines L∗

3: for all li ∈ L do
4: trace along li
5: if li exists entirely outside high-weight regions then
6: L← L \ li
7: if li exists partially outside high-weight regions then
8: L← L \ li
9: P ′

1, P
′
2 ← ∅

10: for all remaining parts of li, ∂li do
11: p1, p2 ← GETENPOINTS(∂li)
12: for k iterations do
13: I ← REGENERATEINLIERS(p1, p2)
14: p′1, p

′
2 ← FITSEGMENT(I)

15: P ′
1 ← P ′

1 ∪ p′1
16: P ′

2 ← P ′
2 ∪ p′2

17: ESTIMATECOVARIANCE(P ′
1, P

′
2)

18: L← L ∪ ∂li
19: L∗ ← ∅
20: for all l′i ∈ L′ do
21: for all lj ∈ L do
22: χ2 ← ∆lTk (Q

int
jk

+Q′
ik
)∆lk < Tχ, k = 1, 2

23: if χ2 < Tχ2 for k = 1, 2 then
24: lj ← MERGE(lj, l

′
i)

25: L∗ ← L∗ ∪ lj
26: else
27: L∗ ← L∗ ∪ l′i
erage pair-wise feature disagreement between maps generated after one deployment and

those considering all deployments. Fig. 3.6 displays qualitative results for all environ-

ments.

3.7 Conclusion

This chapter introduced an SDF-based approach to filter laser scans over multiple de-

ployments in order to build and maintain a long-term vector map, as well as several novel

sub-components for extracting individual line segments and estimating their uncertainty

when viewed at multiple points in the trajectory. We experimentally showed the accuracy
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and robustness of the generated maps in a variety of different environments and further

evaluated the effectiveness of long-term vector mapping compared to more standard, oc-

cupancy grid techniques. Moreover, we also showed this method to effectively detect and

maintain representations of semantically important objects, like doorways, and geometri-

cally important objects, like pillars and corners. In general, in the context of multi-SLAM

systems, SLAM algorithms may be considered black boxes with no particular restriction

on their internal form.

Two key principles motivate long-term vector mapping, and they will appear several

times throughout the remainder of this thesis. The first is to make as few assumptions

about the nature of deployments as possible. Given that the robot is operating in an envi-

ronment where a laser or other depth sensor is reasonable choice, we try to place no further

restrictions on the model, such as on the robot’s dynamics, the homotopy of the trajectory,

or geometric relations of different features. Second, it is important that this system can

leverage computation that is likely to already exist in the stack, allowing this system to

limit its marginal computational cost and its disruption of the existing architecture.

Fundamentally, this method is a form of outlier rejection, which is an incredibly com-

mon problem in robotic perception as well as many other fields of AI. The necessity of

designing outlier rejection methods, rather than treating all data points equally, is a funda-

mental consequence of our inability to precisely model sensor noise across the entirety of

potential sensing conditions. This creates two operating regimes: one in which we know the

relative likelihood of different signals and can thus robustly estimate maximum likelihoods

in the presence of signal errors, and one in which we cannot. Unfortunately, we do not

yet have systematic methods for determining which regime we are operating in at a given

time, and thus we approximate this knowledge with filters. At a meta level, later chapters

will show how multi-SLAM systems, through a variety of separate techniques, can also be

thought of as a type of filtering technique wherein the outputs of different SLAM front-ends

are filtered to curate higher quality sets of features and more accurate localization.
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CHAPTER 4

LOCALIZATION UNDER TOPOLOGICAL UNCERTAINTY FOR
LANE IDENTIFICATION OF AUTONOMOUS VEHICLES

Most localization algorithms use metric maps as aids in the localization process, which

represent features in continuous coordinates. Topological maps represent space as dis-

crete components (vertices) and their logical-spatial relationship (edges) where vertices

and edges are taken in the graph theoretic sense. The motivating example in this chapter is

an autonomous vehicle (AV) which, in addition to requiring a metric location estimate, also

requires a topological location estimate at the lane level. For example, the AV may need to

know not just that it is on Pleasant Street, but whether or not it is in the left turn only lane.

Moreover, events such as construction, traffic accidents, natural disasters, and native map

errors may result in discrepancies between the topology suggested by the map and reality.

The localization algorithm on the AV must be able to reason about this possibility.

Reasoning globally about all possible topologies is computationally intractable, since

the number of unique topologies scales exponentially with the number of locations. Fur-

thermore, there may be uncertainty in the number of locations. Moreover, global topo-

logical information is rarely present. Instead, we propose a method for reasoning about

location and structure within the local, observable topology. Restricting the scope allows

inference algorithms to reason about multiple topologies with varying numbers of nodes.

The discrete nature of topological location, combined with the requirement to reason

about multiple possible realities simultaneously, motivates our approach. The first key idea,

shown in 4.1, is to use Hidden Markov Models (HMMs) for localization by modeling ex-

pected observations and transitions at and between topological nodes. The second key idea
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X0 X2 X3 X4X1

Figure 4.1: Agreement of observations to HMM lane-states. State x1, representing being
between the right and center lanes, is the only state for which all three vehicle detections
(blue) and the lane line detection (red) are likely for the AV (green).

is to use a variable set of HMMs to model a variety of possible realities. Here, HMMs

model the transition dynamics and observation models of a topological map, analogous to

how Kalman filters model these aspects of a tracked object. Thus, we call this approach

Variable Structure Multiple Hidden Markov Models (VSM-HMM); its function being sim-

ilar to Variable Structure Multiple Models [194]. An important distinction is that VSMMs

allow tracking of objects which follow a variety of process (or dynamical) models, whereas

the VSM-HMM approach reasons about multiple world models.

This chapter covers three related contributions. First, we demonstrate a method for

applying HMMs to lane-level localization on an AV (§4.1). Second, we describe our VSM-

HMM approach to managing a dynamic set of HMMs, each of which estimates a location

within a unique local topology, allowing us to reduce dependence on high-definition (HD)

maps (§4.2). Third, we extend the Earth Mover’s Distance (EMD) in order to handle dis-

tributions which have domains of different sizes during model belief initialization (§4.3).

Our approach is evaluated in simulation as well as on 6 real-world data sets gathered on

public, multi-lane roads in Silicon Valley. Results presented in §4.4 show that the VSM-

HMM model can provide accurate topological location estimates, as well as detect dis-

agreements between the topology specified by the map and that supported by observation

[249].
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There are several different approaches to topological localization. The problem of

global topological localization may be modeled as a partially observable Markov deci-

sion process (POMDP). However, approaches using POMDPs, either in conjunction with

geometric landmarks [406] or fingerprints from visual input [352], do not scale well with

the number of topological nodes.

To reduce complexity, some approaches eliminate most of the reasoning about uncer-

tainty by directly matching the robot’s current view against representative feature vectors

from topological locations in the map. A variety of map representations, feature extrac-

tion methods, and distance measures have been examined, including Generalized Voronoi

Graphs [69], SIFT and SURF features [14], and Jeffrey divergence [371]. These approaches

work well for environments in which nodes can be visited often, and their representative

feature vectors kept up-to-date, as in [79]. However, this is rarely possible for an AV.

Localization algorithms specifically for AVs have typically focused on metric location,

relying on high-definition (HD) maps for reliable, global data association. There are many

variants, including approaches which use vanilla particle filters [319], Rao-Blackwellized

particle filters [186], and Kalman Filters [321, 351, 107]. However, these approaches re-

quire HD maps and compute both metric and topological location in a single pass.

In contrast, the proposed VSM-HMM model allows decoupling of metric and topo-

logical estimates, creating a hybrid metric-topological problem [299, 300], although this

chapter focuses only on the topological component. Similar to FastSLAM [237], VSM-

HMM maintains multi-modal belief over not only topological location, but also the local

topological structure. Until now, particle filters were the only viable multi-modal topologi-

cal localization framework. Moreover, particle filters resampling ignores local topological

structure, whereas the VSM-HMM exploits this.

Dynamic Bayesian networks [244] are common tools for representing localization prob-

lems [156, 40], and HMMs specifically have been used for topological localization before.

HMMs have also been used as an optional layer to process video feed in the case of a low-
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confidence nearest neighbor match [173], and trained to detect and classify specific railroad

turnouts using sequences of signals from eddy current sensors [133]. Multiple HMMs have

been suggested for other tasks where the number of classes is high, such as genome se-

quencing [115], and hierarchical HMMs [103] have been used for language, handwriting,

and speech recognition.

4.1 Lane Identification using HMMs

Hidden Markov Models are promising candidates for topological localization for two

primary reasons. First, HMMs are well understood theoretically and support many efficient

modes of inference. In our application, we use the Forward algorithm because it affords low

computational cost. Second, HMMs support learning and are easily designed for specific

sensor features and or topological structure. Additionally, methods such as [332], can be

used to refine observations prior to evaluation by the HMM.

Right 
Lane

Left 
Lane

Between 
   Lanes

Car on 
the right

Car on 
the left

2 white lines 
to the left

2 white lines 
to the right

1 white line 
on each side,
far away

Figure 4.2: Simplified example lane-state HMM. Solid lines represent non-zero transition
probabilities between states. Self-loops are not shown. Dashed lines represent observation
or emission probabilities, some of which are exclusive for a single state. Note that the
transition structure of the HMM models the topological structure of the environment. Some
types of obervations have been omitted for simplicity.

Topological location is modeled as occupancy of a state xi ∈ X within an HMM. The

application of this work is toward lane-level localization, and thus the statesX in the HMM

correspond to either being in the center of a lane or being between two lanes. For example,

an HMM representing a two lane road, detailed in 4.2, has three states x0, x1, and x2. x0

and x2 correspond to occupying the right lane and the left lane, respectively. x1 represents
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having some portion of the car over the lane divider. We call states like x1 switching states.

In general, an HMM representing a road with L lanes will have 2L− 1 states.

A particular strength of HMMs in topological localization is their ability to efficiently

model real-world dynamics via their transition function. Since the AV can only move from

one lane to an adjacent lane by moving through an immediately adjacent switching state,

the transition matrix representing the transition function is sparse. We define the state

transition matrix for an n-state HMM, τn, as

τnij =


tr if i = j

ts if |i− j| = 1

0 otherwise,

(4.1)

where tr and ts are parameters for the probability of remaining in the same state and switch-

ing to an adjacent state, respectively. This transition matrix reduces reports of physically

impossible events, such as instantaneous changes across multiple lanes, which is a key

advantage over other multimodal approaches such as particle filters.

In addition to GPS and inertial sensors, we use lane line detections and observed relative

locations of other vehicles to inform our topological estimate, shown in 4.3. For lane lines

we use a combination of learned parameters and information from a map to parametrize a

Gaussian Mixture Model which describes the likelihood of observing a lane line at positions

and orientations relative to the AV, given a particular lane-state.

Since observations of lane lines are unreliable due to occlusions, weather and lighting

conditions, and absence of the markings themselves on many roads, we also use the relative

positions of nearby tracked vehicles to support occupancy of certain lane-states. The key

idea is that, although other vehicles move both globally and relatively with respect to the

AV, they do so according to a specific local pattern defined by lane membership. For exam-

ple, if the AV is traveling on a two-lane road and senses a vehicle immediately to its right,

then there is a high probability that the AV is in the left lane, since the observed vehicle is
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x0

x1

x3

x4
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Figure 4.3: Diagram of lane-states and observable features. Lane-states x0, . . . x4 corre-
spond to distinct topological regions on the road for which there are expected observations.
x2 is the only state which both lane line measurements (red) and vehicle detections (blue)
support. Lane line measurements alone would result in equal belief in states x2 and x4.

far more likely to be traveling in the right lane than to be traveling beyond the edge of the

road. We denote the observation function for state xi and sensor q as ϕ(xi, q).

Although single HMMs are reliable for topological localization when the map is correct

and the number of states in the HMM matches the number true lane-states, they can fail

when this is not true. To deal with this, we introduce the Variable Structure Multiple Hidden

Markov Model.

4.2 Variable Structure Multiple HMMs

The Variable Structure Multiple Hidden Markov Model (VSM-HMM) is similar to the

variable-structure multiple-model set of Kalman Filters used in many tracking domains.

However, whereas the multiple-model approaches in the tracking and control literature pre-

dict the current dynamical mode of the tracked object, the VSM-HMM approach estimates

the current structure of the local topology. That is, the VSM-HMM hypothesizes about the

outside world state rather than an internal process model. This is necessary when the local

topological map has non-zero uncertainty.
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We define a VSM-HMM as a set of all possible models U , an active model set UA and

an inactive model set UN . Every u ∈ U is an HMM with a unique transition matrix defined

by the number of lanes. UA ∪ UN = U , and UA ∩ UN = ∅.

At every time step, UA is determined using a variation of the Likely Model Set (LMS)

algorithm [193], outlined in Algorithm 5. For every u ∈ U , we compute a model likeli-

hood (line 6). Pr(u|M) is the probability of model u given the map M . If there was no

uncertainty in M , then Pr(u|M) would be 1 for the model suggested by the map, uM , and 0

otherwise. In our implementation, Pr(u|M) = α2−|(|u|−|uM |)/2|, where |uM | is the number

of states in uM , and α is a normalizing constant. Pr(z|u) is the maximum probability of

observing z given some state in u, MAXxi
Pr(z|xi ∈ Xu). In 4.3, Pr(z|u) would be low

for models with fewer than three lanes since z contains features which are unexpected in

models with fewer than three lanes.

After model likelihood is computed, up to κ models are chosen so long as the ratio

between their likelihood and the maximum likelihood of all models is above a threshold

Tactive (lines 8-14). κ is chosen based on computational constraints. Last, belief is copied

from active models and initialized for inactive models (lines 15-19). Initializing belief is

done using the Extended Earth Mover’s Distance (§4.3).

Discrepancies between the map and reality are detected by calculating the entropy, H ,

of the posterior probability (belief) over the states in each model:

H(bel(X)) = − 1

log(|X|)

|X|∑
i=1

bel(xi) log(bel(xi)).

If the model suggested by the map has a high entropy compared to another model, the

map is likely incorrect since high entropy indicates no state in the suggested topology can

explain the observations. Note that the normalized equation for entropy calculates equal

values for all models when no information is present. Thus, having a lack of information

altogether will not cause the algorithm to flag the map as having an error. Only observations

which both contradict the map’s topology and may be explained by a different topology
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Algorithm 5 LIKELY MODEL SET

1: Input: All models U , active models UA, observations z, max number of models κ,
threshold Tactive, map M

2: Output: Set of updated most likely models U ′
A

3: U ′
A ← ∅

4: S ← [ ]
5: for all u ∈ U do
6: L ← Pr(u|M)× Pr(z|u)
7: S ← S.APPEND(L, u)
8: Lmax ←MaxL(S)
9: for all L, u ∈ S do

10: if U ′
A = ∅ then

11: U ′
A ← U ′

A ∪ u
12: else
13: if |U ′

A| < κ and L
Lmax

> Tactive then
14: U ′

A ← U ′
A ∪ u

15: for all u′ ∈ U ′
A do

16: if u′ ∈ UA then
17: u′ ← COPYEXISTINGBELIEF(u′)
18: else
19: u′ ← INITNEWBELIEF(u′)

return U ′
A

will result in a high entropy ratio. If |UA| > 1, serving a localization requests amounts to

picking the most likely state from the model with the lowest entropy.

In theory, one could devise a single HMM with a dense transition matrix τ ∗, which

models the same problem. We can define τ ∗ in terms of the sub-blocks representing each

distinct topological hypothesis, τ 1, τ 2, . . . , τn (models in the VSM-HMM), and the tran-

sitions between them. Let each sub-block τ k lie on the diagonal of τ ∗. Further, let the

off-diagonal blocks hold the probabilities of switching between sub-blocks, tm. Note that

tm is a notational placeholder for a range of values corresponding to the probabilities of

transitioning between two specific sub-blocks (models).

τ ∗ij =

 τ klm if i, j index l,m in sub-block k

tm otherwise.
(4.2)

In general, this results in a p×p transition matrix, where p =
∑

u∈U |Xu|. Similarly,X∗

and ϕ∗ are defined by the union of all state spaces and observation functions, respectively.
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UA

UA

UA

UN

UN

Figure 4.4: Transition matrix for single HMM analog to VSM-HMM. Light gray areas hold
probabilities of switching models, tm. Block diagonals represent all models in U . Note that
the VSM-HMM reasons about only the active models, represented by the black sub-blocks.

However, even when UA = U , the VSM-HMM is more computationally efficient than

its single HMM analog since calculating Pr(xt|xt−1) only considers the block diagonals

instead of the entire dense matrix, and calculating when to switch models depends only

on the block diagonal size. In practice, UA ⊂ U is much more common. In this case,

the VSM-HMM approximates the equivalent HMM by reasoning over a subset of the most

likely belief points, shown in 4.4.

4.3 Extended Earth Mover’s Distance

Whenever a model is initialized, it needs a starting belief. Suppose an AV has a belief,

β, about its current topological position in a local topology. β is discrete and lies on the

n-simplex, ∆n, where n+1 is the number of local topological states. Here, n+1 = 2L−1,

where L is the number of lanes on the road the AV is traveling. Further, suppose the AV

is nearing an intersection or merge in which the number of lanes on the road the AV will

end up on is L′. Once on the new road the AV will initialize a new model and need a new

belief, β′, about its topological location. However, if L′ ̸= L, β and β′ will be over different

numbers of states. The question is, if L′ ̸= L how do we initialize β′, given β.
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One option is to erase all previous belief and start over from uniform, β′ = U(0,m).

Another option is to heuristically initialize β′, such as right- or left-alignment of lane-states.

Both options are computationally efficient, but do not perform optimally in many cases. A

third option is to initialize β′ as the ‘closest’ distribution in ∆m to β, where ‘closeness’

is defined by some statistical metric. This is preferable, but there are no metrics which

satisfy the constraints of the problem since there is no isomorphism between ∆n and ∆m,

and the mapping from some belief point in ∆n to the corresponding point ∆m is uncertain.

One example of uncertainty is a two-lane road which becomes a three-lane road across an

intersection. It is unclear whether the two lanes in the first road correspond to the two

rightmost, two leftmost, or some other combination of lanes in the three-lane road.

Thus, we introduce a statistical metric based on the Earth Mover’s Distance (EMD) [312],

called the Extended Earth Mover’s Distance (EEMD), which measures the expected dis-

tance between distributions on simplices of arbitrary relative size, given the probability of

all mappings between simplices. We initialize β′ such that EEMD(β, β′) is minimized.

Before defining EEMD, we introduce some notation. Let Pn and Pm be normalized

distributions on ∆n and ∆m, respectively, and define N = n+1, and M = m+1. Without

loss of generality, suppose n > m. Let the function fm,n : ∆m → ∆n be defined as

fm,n
j (Pm) =

 Pm
j if j ≤M

0 if j > M.
(4.3)

Thus, fm,n pads Pm with dimensions with zero belief, making it the same size as Pn.

We denote this new distribution, now on ∆n, Pm′ . We can now use the original formulation

of EMD to compute distance between Pm′ and Pn. However, in general, there may be

uncertainty in the mapping between the two distributions. It may be that Pm′
j and Pn

j do

not correspond to the same real world state. There are NN possible mappings from Pm′

to Pn. We calculate the expected distance by summing over all possibilities for Pm′ , and
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compute the EMD weighted by the probability of each mapping, Pr(Pm′
i). Thus, we define

the Extended Earth Mover’s Distance between Pn and Pm as

EEMD(Pn,Pm) =
NN∑
i=1

Pr(Pm′
i)EMD(Pn,Pm′

i). (4.4)

It is assumed that Pr(Pm′
i) is known and normalized. In practice we calculate it using

information from the map, and our problem has structure allowing us to ignore most of

the summands since the corresponding Pr(Pm′
i) term is 0. We use the EEMD as a princi-

pled guide to constructing distributions for model initialization. β′ is calculated such that

EEMD(β, β′) is minimized.

4.3.1 Proof of EEMD Metric Properties

Theorem 1. EEMD is a metric, having the properties of non-negativity, identity, symmetry,

and the triangle inequality.

Non-negativity: Since EMD is a metric, it is always positive. Pr(Pm′
i) is always non-

negative. Thus, their product is always non-negative, and the sum of non-negative elements

is also non-negative.

Identity:

(EEMD(Pn,Pm) = 0 =⇒ Pn = Pm).

If EEMD(Pn,Pm) = 0, then for all summands, either Pr(Pm′
i) = 0 and or EMD(Pn,Pm′

i) =

0. Since Pr(Pm′
i) is a distribution, there must be at least one i such that Pr(Pm′

i) > 0. If there

are more than one such i, then EEMD(Pn,Pm) cannot be zero, since each Pm′
i is unique and

EMD is a metric, violating the assumption EEMD(Pn,Pm) = 0. If there is a single i such

that Pr(Pm′
i) > 0, then since EMD is a metric and must be 0, EEMD(Pn,Pm) = 0 =⇒

EMD(Pn,Pm′
i) = 0 =⇒ Pn = Pm.
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(Pn = Pm =⇒ EEMD(Pn,Pm) = 0).

This is clear from the definition of EEMD and Pr(Pm′
i). All Pr(Pm′

i) will be 0 except when

Pm′
i = Pm. For this term, the corresponding EMD will be 0 since EMD is a metric.

Symmetry: The smaller dimension is always augmented, regardless of order. Thus, since

Pr(Pm′
i) is constant, the exact same calculation is performed for both EEMD(Pn,Pm) and

EEMD(Pm,Pn). So, EEMD(Pn,Pm) = EEMD(Pm,Pn).

Triangle Inequality: Let m, n, and k be non-negative integers, and consider the three

simplices, ∆m, ∆n, and ∆k. Without loss of generality, let m < n < k and define N =

n+ 1, M = m+ 1, and K = k + 1.

Lemma 1.

EEMD(Pn, fm,n(Pm)) = EEMD(fn,k(Pn), fm,k(Pm)).

From the definition of EEMD,

EEMD(Pn, fm,n(Pm)) =
NN∑
i=1

Pr(Pm′
i)EMD(Pn,Pm′

i) (4.5)

and

EEMD(fn,k(Pn), fm,k(Pm))=
KK∑
i=1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i ). (4.6)

We call dimensions 1:N essential dimensions, and dimensions (N+1):K extra dimen-

sions. The sum on the RHS of equation (6) can be decomposed into two parts: one sum,

with NN terms, which corresponds to all mappings in which the extra K −N dimensions

map only amongst themselves, and another sum, with KK−NN terms, which corresponds

to all mappings where at least one of the extra dimensions maps to one of the essential

dimensions. Thus, we can rewrite the RHS of equation (6) as
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NN∑
i=1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i ) +

KK∑
i=NN+1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i ). (4.7)

Since none of the extra dimensions has any meaning in the original problem and therefore

cannot possibly map to any essential dimension, Pr(Pm′
i) = 0 for all i > NN . Thus, the

second sum is 0 and equation (6) becomes

KK∑
i=1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i )=

NN∑
i=1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i ). (4.8)

Furthermore, since all extra dimensions have weight 0, their contribution to all summands

in equation (8) is 0. So, equation (8) becomes

KK∑
i=1

Pr(Pm′′
i )EMD(Pn′

,Pm′′
i ) =

NN∑
i=1

Pr(Pm′
i)EMD(Pn,Pm′

i), (4.9)

establishing the lemma. Now, let Pm, Pn, and Pk be distributions on ∆m, ∆n, and ∆k,

respectively. Consider

EEMD(Pm,Pk), and

EEMD(Pm,Pn) + EEMD(Pn,Pk).

By Lemma 1, we can rewrite these as

EEMD(fm,k(Pm),Pk), and

EEMD(fm,k(Pm), fn,k(Pn)) + EEMD(fn,k(Pn),Pk).

All distributions now lie on ∆k. Since all nodes in the simplex are unit distance from

all other nodes, then the distance calculated by EMD for weight moving from one node to

any other node will be the magnitude of the weight. Thus, if Pn maintains belief on any

nodes with different magnitude than Pm or Pk, then
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EEMD(fm,k(Pm),Pk) <

EEMD(fm,k(Pm), fn,k(Pn)) + EEMD(fn,k(Pn),Pk).

Otherwise,

EEMD(fm,k(Pm),Pk) =

EEMD(fm,k(Pm), fn,k(Pn)) + EEMD(fn,k(Pn),Pk).

4.4 Results

To test the VSM-HMM framework, we perform two experiments. The first measures

localization accuracy, and the second tests the framework’s ability to reason about local

topological structure and detect discrepancies between the map and reality.

Localization accuracy was tested on 6 hand-annotated datasets gathered by an AV on

public, multi-lane roads near Nissan Research Center in Silicon Valley. Each dataset was

recorded over about a mile of stop-and-go traffic and ranged in time from 2 to 6 minutes.

All road segments had between 3 and 6 lanes, corresponding to between 5 and 11 states. In

these experiments no metric location information, such as GPS, was used, and topological

ground truth was provided.

Because of the intermittent nature of the lane line and vehicle detections, not all

timesteps possess enough observations to disambiguate lane-states. Thus, in the results

presented in 4.1 we do not consider instances in which either no observations were recorded

or the observations voted for at least half of all states, such as seeing only a single lane line

immediately to the left of the vehicle. These instances are labeled “Missing Observations.”

Given sequences of timesteps with little or no observations, it is possible to have multiple

states tie for the same belief. Localization is considered correct if the true state is among

those with maximum belief, and incorrect otherwise. Length and observation quality are

shown so as to give an idea about the difficulty of the dataset. Predictions are made at

100Hz.
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Dataset Length (mins) Missing Obs. Accuracy
1 2.0 11% 83%
2 3.7 18% 74%
3 4.8 6% 83%
4 4.4 9% 95%
5 3.5 30% 81%
6 5.7 20% 73%

Table 4.1: Location estimation results

Testing topological structure estimation was done using simulated data, since there were

too few cases in the real world data to draw concrete conclusions. To simulate false positive

data, lane line and vehicle detections are generated according to the topology given by

the map with probability PM , and according to some other, randomly selected topology

with probability (1 − PM). Further, to simulate the intermittent nature of real-world data,

with probability (1 − PE) no observations are emitted. To see how our approach handles

increased sensor noise, we tested different levels of variance. Given a variance σ based on

real-world data, simulated observations are generated with variance Kσσ, where Kσ is an

experimental parameter.

Locations of lane lines and vehicle detections are sampled from multivariate normal dis-

tributions with means as a function of the given topology, and variances Kσσ. Observation

generation runs independently for each lane line and vehicle detection. Table 4.2 displays

the results of local topological structure estimation. Combined, these results demonstrate

VSM-HMM as an effective framework for dealing with topological uncertainty.

4.5 Conclusion

This chapter presented a framework, Variable Structure Multiple Hidden Markov

Models (VSM-HMM), for topological localization in the presence of topological uncer-

tainty, and established empirical results from both simulated and real-world data on an

autonomous vehicle which support VSM-HMM’s effectiveness. Not only does this method

provide accurate estimates of lane membership, and topological location more broadly, but
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PE 0.9 0.7 0.5
Kσ 1 2 3 1 2 3 1 2 3

PM

0.9 96 95 92 94 88 83 83 78 72
0.8 87 85 80 84 79 72 63 60 54
0.7 75 74 72 66 65 61 55 50 50
0.6 66 63 63 62 63 59 51 48 49

Table 4.2: Local topological structure estimation accuracy. Results are reported as the per-
cent of timesteps during which the correct topological structure was estimated with highest
probability (lowest entropy). PM is probability of sampling from the correct topology. PE

is the probability of emitting observations. Kσ is the amount by which the variance is
scaled. Each entry in the table was computed from performance over 1000 timesteps.

it also provides significant robustness when the map and world do not match, and does so

efficiently via use of an active model set.

As in the previous chapter, one underlying design principle is to make use of existing

data and reliable deployment conditions, here in the form of lane line and vehicle detec-

tions, which are already necessary for many other processes on the AV. Additionally, we

again aim to make as few assumptions about the world as possible, in this case allowing

many possible road topologies and lane configurations rather just the one suggested by the

map. Graceful handling of such ‘corner cases’ is especially important in safety critical ap-

plications as these scenarios are often relatively more dangerous than nominal conditions.

The general strategy of using multiple models has many analogs in machine learning

and other areas of AI, but generally has been adopted less in robotics. Perhaps due to

the inherent complexity of implementing such systems, or roboticists’ natural inclination

towards simpler, specialized, and more predictable systems, this absence highlights a well-

known tension between performance via specialization and generalization, but moves the

contested space from the relatively familiar space of model design to the even more com-

plex and abstract considerations of system architecture design. This chapter demonstrates

that not only is it possible to increase key performance metrics by leveraging model port-

folios, but also shows that such a strategy may in fact be necessary in order to reach certain

levels of generalization.
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CHAPTER 5

HUMAN-IN-THE-LOOP SLAM

While some robotics tasks may be effectively completed in a small area, many, includ-

ing several outlined in the first chapter, are necessarily performed over large areas. In such

tasks it is not uncommon for the robot to need to formulate a plan for traversing between

two points separated by considerable distance. Without a globally consistent map, it may

be impossible to correctly formulate such a plan. Often, the performance of SLAM systems

may be adequate for smaller environments but as the overall size of the map increases it

becomes challenging to maintain global consistency.

Building large-scale globally consistent metric maps requires accurate relative location

information between poses with large spatial separation. However, due to sensor noise and

range limitations, such correlations across distant poses are difficult to extract from real

robot sensors. Even when such observations are made, extracting such correlations au-

tonomously is a computationally intensive problem. Furthermore, the order of exploration,

and the speed of the robot during the exploration affect the numerical stability, and conse-

quently the global consistency of large-scale maps. Due to these factors, even state-of-the-

art mapping algorithms often yield inaccurate or inconsistent large-scale maps, especially

when processing data collected by novice users in challenging environments.

To address these challenges and limitations of large-scale mapping, this chapter

presents Human-in-the-Loop SLAM (HitL-SLAM), a principled approach to incorpo-

rate approximate human corrections in the process of solving for metric maps. Figure 5.1

presents an example of HitL-SLAM in practice. HitL-SLAM operates on a pose graph

estimate of a map along with the corresponding observations from each pose, either from
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Figure 5.1: HitL SLAM example, showing a) the input initial map with global consistency
errors, and b) the resulting final map produced by HitL-SLAM by incorporating human
corrections (blue lines) along with the input.

an existing state-of-the-art SLAM solver, or aligned purely by odometry. In an interactive,

iterative process, HitL-SLAM accepts human corrections, re-solves the pose graph prob-

lem, and presents the updated map estimate. This iterative procedure is repeated until the

user is satisfied by the mapping result and provides no further corrections.

This chapter highlights three primary contributions: 1) an EM-based algorithm [85] to

interpret several types of approximate human correction, 2) a human factor formulation to

incorporate a variety of types of human corrections in a factor graph for SLAM, and 3) a

two-stage solver to solve the resulting factor graph including human factors and pose graph

factors, with minimal distortion and accounting for rank deficiency in the human correc-

tions. We show how HitL-SLAM introduces numerical stability in the mapping problem by

introducing off-diagonal blocks in the information matrix of the joint human factor graph

for SLAM. Finally, we present several examples of HitL-SLAM operating on maps that in-

trinsically included erroneous observations and poor initial map estimates, and producing

accurate, globally consistent maps.

Solutions to robotic mapping and SLAM have improved dramatically in recent years,

but state-of-the-art algorithms still fall short at being able to repeatably and robustly pro-

duce globally consistent maps, particularly when deployed over large areas and by non-
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expert users. This is in part due to the difficulty of the data association problem [90, 23, 20].

The idea of humans and robots collaborating in the process of map building to overcome

such limitations is not new, and is known as Human-Augmented Mapping (HAM).

Work within HAM can be categorized depending on whether the human and robot col-

laborate in-person during data collection (C-HAM), or whether the human provides input

remotely or after the data collection (R-HAM). Many C-HAM techniques exist to address

semantic [266, 366] and topological [365] mapping. A number of approaches have also

been proposed for integrating semantic and topological information, along with human

trackers [231], interaction models [367], and appearance information [295], into concep-

tual spatial maps [408], which are organized in a hierarchical manner.

There are two limitations in these C-HAM approaches. First, a human must be present

with the robot during data collection. This places physical constraints on the type of en-

vironments which can be mapped, as they must be accessible and traversable by a human.

Second, these methods are inefficient with respect to the human’s attention, since most of

the time the human’s presence is not critical to the robot’s function, for instance during

navigation between waypoints. These approaches, which focus mostly on semantic and

topological mapping, also typically assume that the robot is able to construct a nearly per-

fect metric map entirely autonomously. While this is reasonable for small environments,

globally consistent metric mapping of large, dynamic spaces is still a hard problem.

In contrast, most of the effort in R-HAM has been concentrated on either incorporating

human input remotely via tele-operation such as in the Urban Search and Rescue (USAR)

problem [245, 268], or in high level decision making such as goal assignment or coordina-

tion of multiple agents [269, 274, 94]. Some R-HAM techniques for metric mapping and

pose estimation have also been explored, but these involve either having the robot retrace

its steps to fill in parts missed by the human [169] or by having additional agents and sen-

sors in the environment [171]. A number of other approaches have dealt with interpreting

graphical or textual human input within the contexts of localization [28, 45] and semantic
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mapping [130]. While these approaches solve similar signal interpretation problems, this

paper specifically focuses on metric mapping.

Ideally, a robot could explore an area only once with no need for human guidance or in-

put during deployment, and later with minimal effort, a human could make any corrections

necessary to achieve a near-perfect metric map. This is precisely what HitL-SLAM does,

and additionally HitL-SLAM does not require in-person interactions between the human

and robot during the data collection.

5.1 Human-in-the-Loop SLAM

HitL-SLAM operates on a factor graph G = {X,F}, where X is the set of estimated

poses along the robot’s trajectory, and F = {R,H} is the set of factors which encode

information about both relative pose constraints arising from odometry and observations,

R, and constraints supplied by the human, H . The initial factor graph G0 may be provided

by any pose graph SLAM algorithm, and HitL-SLAM is capable of handling constraints

in G0 with or without loop closure. In our experiments, we used Episodic non-Markov

Localization (EnML) [41] without any explicit loop closures beyond the length of each

episode.

HitL-SLAM runs iteratively, with the human specifying constraints on observations in

the map, and the robot then enforcing those constraints along with all previous constraints

to produce a revised estimate of the map. To account for inaccuracies in human-provided

corrections, interpretation of the such input is necessary before human correction factors

can be computed and added to the factor graph. Each iteration, the robot first proposes an

initial graph Gi = {Xi, Fi}, then the human supplies a set of correction factors Hi, and

finally the robot re-optimizes the poses in the factor graph, producing G′
i = {X ′

i, Fi ∪Hi}.

Definition 1. A human correction factor, is a tuple h = ⟨Pa, Pb, Sa, Sb, Xa, Xb,m⟩,

where:

• Pa, Pb ⊂ R2 : Sets of end-points of the two line segments a, b drawn by the human,
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• Sa, Sb ⊂ S : Sets of observations selected by the two line segments a, b respectively,

• Xa, Xb ⊂ X1:t : Sets of poses from which the observations Sa, Sb were made,

•m ∈M : The mode of correction.

Sa, Sb are subsets of all observations S, and poses xi are added to the sets Xa, Xb if

there are observations in Sa, Sb that arising from pose xi. M is an enumeration of the

modes of human correction, a subset of which are shown in Figure 5.2. The modes M of

correction are defined as follows:

1. Colocation: A full rank constraint specifying that two sets of observations are at the

same location, and with the same orientation.

2. Collinearity: A rank deficient constraint specifying that two sets of observations are

on the same line, with an unspecified translation along the line.

3. Perpendicularity: A rank deficient constraint specifying that the two sets of observa-

tions are perpendicular, with an unspecified translation along either of their lines.

4. Parallelism: A rank deficient constraint specifying that the two sets of observations

are parallel, with an unspecified translation along the parallel lines.

Each iteration of HitL-SLAM proceeds in two steps, shown in Figure 5.3. First, the

human input is gathered, interpreted, and a set of human correction factors are instanti-

ated (Block 1). Second, a combination of analytical and numerical techniques is used to

jointly optimize the factor graph using both the human correction factors and the relative

pose factors (Block 2). The resulting final map may be further revised and compressed by

algorithms such as Long-Term Vector Mapping [248].

We model the problem of interpreting human input as finding the observation subsets

Sa, Sb and human input sets Pa, Pb which maximize the joint correction input likelihood,

p(Sa, Sb, Pa, Pb|P 0
a , P

0
b ,m), which is the likelihood of selecting observation sets Sa, Sb and

point sets Pa, Pb, given initial human input P 0
a , P

0
b and correction mode m. To find Sa, Sb
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(a) Original Map

(c) Colinear

(d) Co-orientation (Parallel)

(b) Colocation

Figure 5.2: Result of transforming observation point clouds based on different human con-
straints, showing (a) Original map, (b) Colocation constraint, (c) Collinear constraint, (d)
Co-orientation constraint. In all sub-figures the red and blue lines denote Pa and Pb, re-
spectively, and red and blue points denote Sa and Sb. S \ (Sa ∪ Sb) appear in orange.

and Pa, Pb we use the sets P 0
a , P

0
b and observations in a neighborhood around P 0

a , P
0
b as

initial estimates in an Expectation Maximization approach. As the pose parameters are

adjusted during optimization in later iterations of HitL-SLAM, the locations of points in

Pa, Pb may change, but once an observation is established as a member of Sa or Sb its status

is not changed.

2i
i+1i-1

Human
Constraints

Optimal
Poses X1:t

Human
Constraints

Joint 
Optimi-
zation

Human
Constraints

Optimal
Poses X1:t

1

Human
Input

EM algorithm
on observations

Optimized
Human Input

Figure 5.3: Flow of information during processing of the ith human input. Block 1 (yellow)
outlines the evaluation of human input, and block 2 (purple) outlines the factor graph con-
struction and optimization processes. Note that the joint optimization process optimizes
both pose parameters and human constraint parameters.
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Once Pa, Pb and Sa, Sb are determined for a new constraint, then given m we can find

the set of poses X∗
1:t which best satisfy all given constraints. We first compute an initial

estimate X0
1:t by analytic back-propagation of the most recent human correction factor,

considering sequential constraints in the pose-graph. Next, we construct and solve a joint

optimization problem over the relative pose factors r and the human correction factors h.

This amounts to finding the set of poses X∗
1:t which minimize the sum of the cost of all

factors,

X∗
1:t = argmin

X1:t

 |R|∑
i=1

cr(ri) +

|H|∑
j=1

cm(hj)

 ,
where cr : R → R computes the cost from relative pose-graph factor ri, and cm : H →

R computes the cost from human correction factor hj with correction mode m. Later

sections cover the construction of the human correction factors and the formulation of the

optimization problem.

5.2 Interpreting Human Input

5.2.1 Human Input Interpretation

Due to a number of factors including imprecise input devices, screen resolution, and

human error, what the human actually enters and what they intend to enter may differ

slightly. Given the raw human input line segment end-points P 0
a , P

0
b and the mode of

correction m, we frame the interpretation of human input as the problem of identifying the

observation sets Sa, Sb and the effective line segment end-points Pa, Pb most likely to be

captured by the potentially noisy points P 0
a , P

0
b . To do this we use the EM algorithm, which

maximizes the log-likelihood ℓ,

ℓ(θ) =
∑
i

∑
zi

p(zi|si, θold) log(p(zi, si|θ)),
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where the parameters θ = {Pa, Pb} are the interpreted human input (initially assumed to be

P 0
a , P

0
b ), the si ∈ S are the observations, and the latent variables zi are indicator variables

denoting the inclusion or exclusion of si from Sa or Sb. The expressions for p(zi|si, θold)

and p(zi, si|θ) come from a generative model of human error based on the normal dis-

tribution, N (µ(θ), σ2). Here, σ is the standard deviation of the human’s accuracy when

manually specifying points, and is determined empirically; µ(θ) is the center or surface of

the feature.

Let δ(si, θ) be the squared Euclidean distance between a given observation si and the

feature (in this case a line segment) parameterized by θ. Note that p(zi|si, θ) is convex due

to our Gaussian model of human error. Thus, the EM formulation reduces to iterative least-

squares over changing subsets of S within the neighborhoods of Pa, Pb. The raw human

inputs P 0
a , P

0
b are taken as the initial guess to the solution θ, and are successively refined of

iterations of the EM algorithm to compute the final interpreted human input Pa, Pb.

Once Pa, Pb have been determined, along with observations Sa, Sb, we can find the

poses responsible for those observations Xa, Xb, thus fully defining the human correction

factor h. To make this process more robust to human error when providing corrections, a

given pose is only allowed in Xa or Xb if there exist a minimum of Tp elements in Sa or Sb

corresponding to that pose. The threshold Tp is used for outlier rejection of provided human

corrections. It is empirically determined by evaluating a human’s ability to accurately select

points corresponding to map features, and is the minimum number of points a feature must

have for it to be capable of being repeatedly and accurately selected by a human.

5.3 Solving HitL-SLAM

After interpreting human input, new pose estimates are computed in three steps. First,

all explicit corrections indicated by the human are made by applying the appropriate trans-

formation to Xb and subsequent poses. Next, any resultant discontinuities are addressed

using Closed-Form Online Pose-Chain SLAM (COP-SLAM) [95]. And last, final pose
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parameters are calculated via non-linear least-squares optimization of a factor graph. The

three-step approach is necessary in order to avoid local minima.

5.3.1 Applying Explicit Human Corrections

Although the user may select sets of observations in any order, we define all poses xi ∈

Xa to occur before all poses xj ∈ Xb. That is, Pa is the input which selects observations

Sa arising from poses Xa such that ∀xi ∈ Xa and xj ∈ Xb, i < j, where Xb is defined

analogously by observations Sb specified by input Pb.

Given Pa and Pb, we find the affine correction transformation A which transforms the

set of points defined by Pb to the correct location relative to the set of points defined by Pa,

as specified by mode m. If the correction mode is rank deficient, we force the motion of

the observations as a whole to be zero along the null space dimensions. For co-orientation,

this means that the translation correction components of A are zero, and for collinearity the

translation along the axis of collinearity is zero. Figure 5.2 shows the effect of applying

different types of constraints to a set of point clouds.

After finding A we then consider the poses in Xb to constitute points on a rigid body,

and transform that body by A. The poses xk such that ∀xj ∈ Xb, k > j, are treated

similarly, such that the relative transformations between all poses occurring during or after

Xb remain unchanged.

5.3.2 Error Backpropagation

If Xa∪Xb does not form a contiguous sequence of poses, then this explicit change cre-

ates at least one discontinuity between the earliest pose in Xb, xb0 and its predecessor, xc.

We define affine transformation C such that xb0 = AcbCxc, where Acb was the original rela-

tive transformation between xc and xb0. Given C, and the pose and covariance estimates for

poses between Xa and Xb, we use COP-SLAM over these intermediate poses to transform

xc without inducing further discontinuities.
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The idea behind COP-SLAM is a covariance-aware distribution of translation and ro-

tation across many poses, such that the final pose in the pose-chain ends up at the correct

location and orientation. The goal is to find a set of updates U to the relative transforma-

tions between poses in the pose-chain such that C =
∏n

i=1 Ui.

COP-SLAM has two primary weaknesses as a solution to applying human corrections

in HitL-SLAM. First, it requires translation uncertainty estimates to be isotropic, which is

not true in general. Second, COP-SLAM deals poorly with nested loops, where it initially

produces good pose estimates but during later adjustments may produce inconsistencies

between observations. This is because COP-SLAM is not able to simultaneously satisfy

both current and previous constraints. Due to these issues, we use COP-SLAM as an initial

estimate to a non-linear least-squares optimization problem, which produces a more robust,

globally consistent map.

5.3.3 HitL-SLAM Optimization

Without loop closure, a pose-chain of N poses has O(N) factors. With most loop

closure schemes, each loop can be closed by adding one additional factor per loop. In

HitL-SLAM, the data provided by the human is richer than most front-end systems, and

reflecting this in the factor graph could potentially lead to a prohibitively large number of

factors. If |Xa| = n and |Xb| = m, then a naı̈ve algorithm that adds a factor between all

pairs (xai , x
a
j ), (x

a
i , x

b
j), and (xbi , x

b
j), where xa ∈ Xa and xb ∈ Xb, would add (m + n)2

factors for every loop. This is a poor approach for two reasons. One, the large number

of factors can slow down the optimizer and potentially prevent it from reaching the global

optimum. And two, this formulation implies that every factor is independent of every other

factor, which is incorrect.

Thus, we propose a method for reasoning about human correction factors jointly,

in a manner that creates a constant number of factors per loop while also preserv-

ing the structure and information of the input. Given a human correction factor h =
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⟨Pa, Pb, Sa, Sb, Xa, Xb,m⟩, we define cm as the sum of three residuals, Ra, Rb, and Rp.

The definitions of Ra and Rb are the same regardless of the correction mode m:

Ra =

(∑|Sa|
i=1 δ(s

a
i , Pa)

|Sa|

) 1
2

, Rb =

(∑|Sb|
i=1 δ(s

b
i , Pb)

|Sb|

) 1
2

.

As before, δ(s, P ) denotes the squared Euclidean distance from observation s to the closest

point on the feature defined by the set of points P . All features used in this study are line

segments, but depending on m, more complicated features with different definitions for

δ(s, P ) may be used. Ra implicitly enforces the interdependence of different xa ∈ Xa,

since moving a pose away from its desired relative location to other poses in Xa will incur

cost due to misaligned observations. The effect on Xb by Rb is analogous.

Xi Xj Xk

XlXmXn

OjkOij

Omn Olm

Zij

Zik

Zjk

ZlmZmn

Zln

Zi-1,j

Zl-1,m

Zj,k+1

Zm,n+1

Ra

Rb

Rp Pa
Pb

h

Figure 5.4: Subset of a factor graph containing a human factor h. Factors Ra and Rb drive
observations in Sa and Sb toward features Pa and Pb, respectively. Factor Rp enforces the
geometric relationship between Pa and Pb. Note that parameters in Xa (blue poses) and Xb

(red poses) as well as Pa and Pb are jointly optimized.

The relative constraints between poses in Xa and poses in Xb are enforced indirectly

by the third residual, Rp. Depending on the mode, colocation (+), collinearity (−), co-

orientation parallel (∥), co-orientation perpendicular (⊥), the definition changes:
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R+
p = K1||cmb − cma||+K2(1− (n̂a · n̂b)),

R−
p = K1||(cmb − cma) · n̂a||+K2(1− (n̂a · n̂b)),

R∥
p = K2(1− (n̂a · n̂b)),

R⊥
p = K2(n̂a · n̂b).

Here, cma and cmb are the centers of mass of Pa and Pb, respectively, and n̂a and n̂b are

the unit normal vectors for the feature (line) defined by Pa and Pb, respectively. K1 and

K2 are constants that determine the relative costs of translational error (K1) and rotational

error (K2). The various forms of Rp all drive the points in Pb to the correct location and

orientation relative to Pa. During optimization the solver is allowed to vary pose locations

and orientations, and by doing so the associated observation locations, as well as points in

Pa and Pb. Figure 5.4 illustrates the topology of the human correction factors in our factor

graph.

Note that HitL-SLAM allows human correction factors to be added to the factor graph

in a larger set of situations compared to autonomous loop closure. HitL-SLAM introduces

‘information’ loop closure by adding correlations between distant poses without the poses

being at the same location as in conventional loop closure. The off-diagonal elements in the

information matrix thus introduced by HitL-SLAM assist in enforcing global consistency

just as the off-diagonal elements introduced by loop closure. Figure 5.5 further illustrates

this point – note that the information matrix is still symmetric and sparse, but with the

addition of off-diagonal elements from the human corrections.

5.4 Results

Evaluation of HitL-SLAM is carried out through two sets of experiments. The first set

is designed to test the accuracy of HitL-SLAM, and the second set is designed to test the

scalability of HitL-SLAM to large environments.
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Figure 5.5: Example map (a) with corrections and resulting information matrix (b). The
white band diagonal represents the correlations from the initial factor graph G0. The col-
ored lines on the map show the human correction input: colocation (blue) and collinear
(magenta).. The constraints correspond to the blue and magenta off-diagonal entries in the
information matrix.

To test the accuracy of HitL-SLAM, we construct a data set in a large room during

which no two parallel walls are simultaneously visible to the robot. We do this by limiting

the range of our robot’s laser to 1.5m so that it sees a wall only when very close. We

then drive it around the room for which we have ground truth dimensions. This creates

sequences of “lost” poses throughout the pose-chain which rely purely on odometry to

localize, thus accruing error over time. We then impose human constraints on the resultant

map and compare to ground truth, shown in Figure 5.8. Note that the human corrections do

not directly enforce any of the measured dimensions. The initial map shows a room width

of 5.97m, and an angle between opposite walls of 4.1◦. HitL-SLAM finds a room width

of 6.31m, while the ground truth width is 6.33m, and produces opposite walls which are

within 1◦ of parallel. Note also that due to the limited sensor range, the global correctness

must come from proper application of human constraints to the factor graph including the

“lost” poses between wall observations.
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Figure 5.6: Initial and final maps from HitL-SLAM. Each map is of the same floor, and
consists of between 600 and 700 poses. Maps in the left column (a) are initial maps, and
maps in the right column (b) are final maps. Observations are shown in orange and poses
are shown as arrows. Poses which are part of a human constraint are blue, while those
which are not are in black.

To quantitatively evaluate accuracy on larger maps, where exact ground truth is sparse,

we measured an inter-corridor spacing (Figure 5.6 2b), which is constant along the length

of the building. We also measured angles between walls we know to be parallel or perpen-

dicular. The results for ground truth comparisons before and after HitL-SLAM, displayed

in Table 5.1, show that HitL-SLAM is able to drastically reduce map errors even when

given poor quality initial maps.

We introduce an additional metric for quantitative map evaluation. We define the pair-

wise inconsistency Ii,j between poses xi and xj to be the area which observations from

pose xi show as free space and observations from pose xj show as occupied space. We de-

fine the total inconsistency I over the map as the pair-wise sum of inconsistencies between

all pairs of poses, I =
∑N−1

i=1

∑N
j=i+1 Ii,j . The inconsistency metric thus serves as a quan-

titative metric of global registration error between observations in the map, and allows us

to track the effectiveness of global registration using HitL-SLAM over multiple iterations.

The initial inconsistency values for maps LGRC 3A and 3B were 297.5m2 and 184.3m2,

respectively. The final inconsistency values were 47.6m2 and 3.7m2, respectively, for an

average inconsistency reduction of 91% relative to the initial map, thus demonstrating the

improved global consistency of the map generated using HitL-SLAM. Figure 5.6 offers

some qualitative examples of HitL-SLAM’s performance.
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Figure 5.7: A large map a) corrected by HitL-SLAM b) using human correction, some of
which are highlighted c). d) shows an approximate overlay of the map onto an aerial image
of the complex from google earth. The map contains over 3000 poses.

To test the scalability of HitL-SLAM, we gathered several datasets with between 600

and 700 poses, and one with over 3000 poses and nearly 1km of indoor travel between

three large buildings. Figure 5.6 shows some of the moderately sized maps, and Figure 5.7

details the largest map. 16 constraints were required to fix the largest map, and computation

time never exceeded the time required to re-display the map, or for the human to move to a

new map location.

Map
Samples Input Err. HitL-SLAM Err.
A T A(◦) T(m) A(◦) T(m)

Lost Poses 10 4 3.1 0.07 1.0 0.02
LGRC 3A 14 10 9.8 3.3 1.5 0.06
LGRC 3B 14 10 7.6 3.1 1.1 0.02
BIG MAP 22 10 5.9 2.8 1.6 0.03
Mean 60 34 6.74 2.71 1.4 0.04

Table 5.1: Quantitative mapping errors using HitL-SLAM compared to ground truth, in
the input maps, and after HitL-SLAM. The ‘Samples’ column denotes how many pairwise
feature comparisons were made on the map and then compared to hand-measured ground
truth. Angular (A) errors are in degrees, translation (T) errors in meters.
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Colinear
Perpendicular

Figure 5.8: Initial a) and final b) maps for the ‘lost poses’ experiment. Observations are
shown in orange, poses are black arrows, and ground truth (walls) is represented by the
black lines. Poses involved in human constraints are colored blue.

All maps shown in 5.6 were corrected interactively by the human using HitL-SLAM in

under 15 minutes. Furthermore, HitL-SLAM solves two common problems that are dif-

ficult or impossible to solve via re-deployment: 1) a severely bent hallway, in Figure 5.6

1a), and 2) a sensor failure, in Figure 5.6 2a) which caused the robot to incorrectly estimate

its heading by roughly 30 degrees at one point. Combined, these results show that incor-

porating human input into metric mapping can be done in a principled, computationally

tractable manner, which allows us to fix metric mapping consistency errors in less time and

with higher accuracy than previously possible, given a small amount of human input.

5.5 Conclusion

This chapter introduced Human-in-the-Loop SLAM (HitL-SLAM), an algorithm de-

signed to leverage human ability and meta-knowledge as they relate to the data association

problem for robotic mapping. HitL-SLAM contributes a generalized framework for inter-

preting human input using the EM algorithm, as well as a factor graph based algorithm for

incorporating human input into pose-graph SLAM. Future work in this area could proceed

towards further reducing the human requirements, and extending this method for higher

dimensional SLAM and for different sensing modalities.
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As before, this method makes use of the fact that even if imperfect, all mobile robot

platforms will run some version of SLAM. Thus, this method offers a solution to a com-

mon problem using commonly available data (SLAM output) and resources (humans), that

is altogether significantly cheaper and more accurate than previously available options.

This is largely made possible through the inherent generality of the factor-graph formula-

tion of the SLAM problem. The source-agnostic nature of the factor-graph representation

allows straightforward mixing of human factors alongside laser and inertial factors, which

in other formulations may be quite convoluted. Not only does this property inform and

allow the design of Multi-SLAM systems as shown in later chapters, but it also offers a

rare counterexample to the typical tradeoff between generality over multiple types of task

and performance on a single task.

One aspect of this work not highlighted in other chapters is the information interface be-

tween human and machine. Determining the form of information most readily provided by

machines and interpreted by humans, and vice-versa is in general a very challenging prob-

lem. It often occupies an awkward no-man’s-land between core autonomy research which

focuses on fully autonomous capabilities and research on human-robot interaction, which

often focuses on user experiences or perceptions. Similar to chapter 4, HitL-SLAM high-

lights another natural tension in robotics, this time between autonomy and performance.

This is of course not always the case, especially in many complex control scenarios, but in

planning cases that rely on strong priors or broad sets of knowledge and in almost all per-

ception tasks, humans are vastly superior to fully automated systems. Generally speaking

mixing human and machine capabilities leads to the best overall performance, but may not

be desirable due to lack of scalability.
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CHAPTER 6

ROBUST RANK DEFICIENT SLAM

Although simultaneous localization and mapping (SLAM) is a prerequisite for deploy-

ing autonomous mobile robots, the performance of SLAM systems can vary substantially

depending on the environment. SLAM systems that use depth sensors are the preemi-

nent choice for indoor scenarios due to the accuracy of modern sensors and the desire of

many practitioners to build dense geometric models of the environment. In many cases,

indoor environments present linear features such as line segments (2D) or planar facets

(3D), which can be detected robustly [294]. Such features have many benefits, including

ease of detection and quality of outlier rejection. However, they also present challenges,

including correspondence calculation, optimization robustness, and long-term map quality.

This chapter addresses these challenges individually and presents a state-of-the-art SLAM

system for rank deficient constraints, which we call (RD-SLAM).

RD-SLAM is designed for environments that contain linear features and addresses two

weaknesses inherent in dense iterative closest point (ICP) [35, 63] and correlative scan

matching (CSM) [270]. First, ICP-based methods are not robust to outliers, while CSM

cannot compute exact maximum likelihood transformations due to discretization. Sec-

ond, neither algorithm is memory efficient online, typically requiring storage of raw point

clouds or an occupancy grid. As robotic applications grow in scale and operate on ever

lighter hardware, these representations become intractable. To address these problems,

RD-SLAM extracts line segments or planar facets and computes relative transformations

by calculating correspondences on these larger features. This is an especially clear exam-

ple of specialization wherein some additional assumptions are made about the nature of the
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Figure 6.1: RD-SLAM on 2D laser data with (right) and without (left) prevention of op-
timization along degenerate axes, which are unconstrained directions detected as the null
space of the set of visual constraints. Long straight hallways produce degenerate axes for
some poses. Robot trajectory is in orange, and features in black.

available data (that it contains structures easily and reliably identified as planes or lines)

and through these assumptions we can make improvements over very general algorithms

like scan matching and ICP.

Given the lack of a distance metric between line segments or planar facets, we offer

a set of algorithms and similarity functions for robust correspondence calculation. While

linear features are easier to detect and track, using them in non-linear least-squares opti-

mization problems can cause instability since correspondences may not fully constrain the

robot’s motion. We propose an algorithm for adding regularization terms to the optimiza-

tion problem based on the approximate null space of sets of rank deficient constraints, and

its effect is shown in Fig 6.1. These terms also reduce the sensitivity of the optimizer to

the uncertainty models of different sensors, and in contrast to hard constraints may allow

the optimizer to escape local minima. An existing method is also extended to construct and

maintain highly compressed, maximum likelihood geometric maps to allow these maps to

be updated online as the robot’s trajectory estimate changes.

RD-SLAM is evaluated on real and simulated data experiments are presented exam-

ining the system’s robustness to sensor noise, memory efficiency, compute load, and ac-

111



curacy. Several ablation tests are also performed, including other popular methods for

each contribution. Moreover, we show that the combined effect of improvements to corre-

spondence calculations and co-linear factor design can lead to reductions in compute and

memory load as well as decrease the frequency of large localization errors.

Metric SLAM is a well-studied topic of research and, broadly speaking, metric SLAM

algorithms build either geometric reconstructions or maps of keypoints and landmarks.

This chapter considers reconstructions of regular or man-made environments. Several ex-

isting SLAM algorithms have been designed for such environments. Many make strong

assumptions, such as planar features appearing uniform [397, 72], completely rectilinear

environments [68], or access to custom feature detectors [148]. Here, we make only the as-

sumption that the environment contains line segments or planar facets that may be extracted

from depth sensor data. In most deployment contexts this assumption is easily met.

Virtually all metric SLAM algorithms compute the affine transformation of the robot

between successive frames, and many algorithms for computing these transformations are

derivatives of the iterative closest point (ICP) method in that they compute correspondences

and then minimize the distances between correspondences through optimization. ICP vari-

ants designed for specific environments or to address certain shortcomings of vanilla ICP

include different methods of computing correspondences [64] or changing the minimiza-

tion routine, such as by adding noise [279]. A survey of ICP algorithms is presented in

[288]. Generalizations have also been established [192, 323], giving rise to algorithms

using different physical primitives.

Both 2D and 3D RD-SLAM belong to a family of ICP-based methods which com-

pute correspondences between geometric primitives such as line segments [10, 13], poly-

lines [129], or planes [142]. One weakness of such approaches is their reliance on ex-

traction of geometric objects and robust definitions of similarity or distance between ob-

jects in order to compute accurate correspondences. Fortunately, line segment extraction in

2D [264], and plane extraction in 3D [294], are mature areas of research. Various defini-
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tions for distance between line segments or between planar facets, which we extend here,

have been explored in the context of line segment matching and are summarized nicely

in [385].

Although many approaches use potentially rank deficient features, only a small num-

ber have investigated using co-linear constraints. Some approaches incorporate them into

already constrained factor graphs [255], while most detect degeneracy online [134, 411,

66, 384, 155]. RD-SLAM takes the latter approach, but differs in that it does not explicitly

project inertial measurements along degenerate dimensions or do any hard switching be-

tween sensing modalities. Instead, we detect degeneracies and add regularization terms to

the existing optimization problem. An additional challenge when constructing long term

maps is how to combine primitives that describe the same physical object. RD-SLAM

follows the approach of Long Term Vector Mapping [248], which uses shape covariance

matrix decomposition. A similar trick was presented in [335] under the term recursive least-

squares. This paper extends these methods to work online in the event that primitives may

need to be transformed when the underlying pose estimates change during optimization.

6.1 Rank-deficient SLAM

RD-SLAM does not describe a single trick or insight. Rather, this chapter describes

a set of challenges and the corresponding types of approaches which result in functioning

systems [233]. These challenges include choosing the right level of abstraction for feature

detection and calculating feature correspondences §6.1.1, using rank deficient constraints

robustly §6.1.2, and maintaining a consistent, high-accuracy, low-memory map in the con-

text of online trajectory optimization §6.1.3.

6.1.1 Feature Correspondences

Both dense reconstructions from point clouds and keypoint-based systems typically

compute correspondences. These computations are costly, can require non-trivial data
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structures, and often lack robustness. False correspondences are common and in the ab-

sence of advanced non-linear optimization techniques may cause catastrophic failure. Ge-

ometric primitives such as line segments and planar facets inherently mitigate some of these

challenges in several ways.

First, we have fast, accurate, robust algorithms for line segment and planar facet de-

tection [264, 294]. Second, because of the relatively low number of features detected

per frame due to their inherent size, even naive correspondence calculations can be done

quickly. Third, large feature size creates natural robustness to false correspondences, since

the relative motion of the robot between frames is typically small compared to the distance

between distinct features. However, such features present a unique challenge in defining

similarity functions or distance measures. Since an established distance metric over SE(2)

or SE(3) does not exist, similarity functions are typically constructed heuristically, often

by summing or otherwise combining proper distance metrics defined over subsets of SE(2)

or SE(3). Below, we present pseudometrics for robustly computing correspondences be-

tween line segments and planar facets.

6.1.1.1 Line Segments in 2D

We derive a measure for line-segment similarity (LSS) under the following assump-

tions. First, corresponding line segments extracted from successive scans should have sim-

ilar location and orientation. And second, corresponding line segments do not need to be

co-located; they may be only co-linear. Not only does co-linearity provide sufficient in-

formation as long as there are at least 2 non-parallel segments, but it is also more robust

than co-location in some scenarios where this condition is not met, such as when travelling

down a straight corridor, or when only part of the feature can be detected by the robot due

to occlusion or range and field of view limitations.

Many formulae for LSS have been proposed [385], but none meet all of the criteria

which follow from the assumptions above. Thus, we present a definition of LSS which is
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sensitive to the relative positions of segments anisotropically. Given line segments a and b,

we define LSS(a, b) as

LSS(a, b) =
(
(dθ/τθ)

2 + (d⊥/τ⊥)
2 + (d∥/τ∥)

2
) 1

2 (6.1)

where d∗ are different metrics over subspaces of SE(2), and τ∗ are scale factors based on

sensor characteristics.

Figure 6.2: Variables for computing LSS between line segments a (red) and b (blue). This
figure represents features existing in the x-y plane, essentially a top-down view of the robot
and its environment.

Let line segments a and b have endpoints pi1, p
i
2, lengths li, centers of mass p̄i, and

orientations θi for i = a, b, as in Figure 6.2. We define the d∗ terms of LSS as follows.

dθ = | sin(θb − θa)| and d⊥ = |(p̄b − p̄a) · n̂a|, (6.2)

where n̂a is the unit vector normal to line segment a. Defining segment a such that la ≥ lb

allows d⊥ to be symmetric. Distance in the parallel direction is non-zero if the projection

of both pb1 and pb2 onto the line defined by segment a fall outside the boundaries of segment

a. That is,

d∥ = min(d1∥, d
2
∥), (6.3)

where

dj∥ =


tj − la tj > la

0 0 ≤ tj ≤ la

|tj| tj < 0.

(6.4)

Here,
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tj = (pbj − pa1) ·
(pa2 − pa1)
||(pa2 − pa1)||

where j = 1, 2. (6.5)

6.1.1.2 Planar Facets in 3D

Planar facet similarity (PFS) can be computed robustly in a similar manner. Given two

planar facets a and b, PFS is composed of similar terms.

PFS(a, b) =
(
(dθ/τθ)

2 + (d⊥/τ⊥)
2 + (d∥/τ∥)

2
) 1

2 , (6.6)

where dθ and d⊥ become the angle between normal vectors and the point to plane distance,

respectively. One key difference is the definition of d∥. Determining if a pair of planar

facets overlap is expensive when considering the hull of each facet explicitly. Therefore, we

represent each facet by an ellipse which we derive from the eigenvectors and eigenvalues of

a shape covariance matrix constructed from the subset of the pointcloud corresponding to

the planar facet, shown in Figure 6.3. Given ellipses a and bwhere δθ(a, b) < τθ, defined by

centers p̄a, p̄b, eigenvectors ea1, ea2 and eb1, e
b
2, and eigenvalues λa1, λa2 and λb1, λ

b
2, we project

b onto a, producing sets of eigenvectors which are co-planar. Let these new eigenvectors

and eigenvalues be eb′1 , eb′2 and λb′1 , λb′2 , respectively. We define d∥ as

d∥ = max(0, (||p̄a − p̄b|| − ||Γa|| − ||Γb||)). (6.7)

The equations presented below for Γ∗ assume ellipse ∗ has been transformed so p̄∗ is at

the origin with e∗1 · ŷ = 0.

Γ∗ = ⟨tλ∗1λ∗2 cos(θ), tλ∗1λ∗2 sin(θ)⟩, (6.8)

where

t =
(√

(λ∗1)
2 cos2(θ) + (λ∗2)

2 sin2(θ)
)−1

, (6.9)

and

θ = arctan(p̄∗y, p̄
∗
x). (6.10)
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Feature overlap post registration

Figure 6.3: Ellipses for features a (blue) and b (red) detect overlap using the sum of pro-
jections (Γ∗) and the distance between feature centers. Purple patches show actual feature
overlap.

In addition to the LSS and PFS pseudometrics, we also find that discarding features

based roughly on size adds additional robustness. We discard line segments shorter than

20cm and discard planar facets with area less than 0.16m2.

Because changes in viewing perspective cause the number of supporting observations

to not always monotonically increase with the perceived size of the feature, and the fact

that raw observations to geometric features is a many to one mapping, we find that length

and area both robust measures of uncertainty as well as far cheaper to compute compared to

models derived from models for individual depth observations. Calculating length is trivial

in 2D, but for planar facets some methods, such as CAPE [294], find small planar sections

of point clouds and then merge them to create the final facets. This has the advantage of

extracting planar objects with arbitrary topologies, but can make fast area calculation via

algorithms based on n-gon hulls challenging. In order to compute area quickly, we use the

Varignon theorem to find the area of each planar section given its four corners, and then

sum all planar sections that compose the entire facet, resulting in a lower bound on the area

due to unaccounted for space between planar patches caused by the discrete nature of depth
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sensors. In practice, we find that taking the l2-norm in feature descriptor space results in

more robust correspondence matching and ultimately higher accuracy.

6.1.2 Dealing with Rank Deficient Constraints

Given a set of correspondences C, where ca,b ∈ C relates feature a to feature b visible

at times ti and tj , respectively, we can generally write the optimization problem for visual

features using co-linear or co-planar constraints as

X∗ = argmin
X

∑
ca,b∈C

dθ(a,Aijb) + d⊥(a,Aijb). (6.11)

where X∗ is the MLE trajectory and Aij transforms features observed at pose xj to the

frame of pose xi. The obvious limitation of such a constraint is the potential lack of infor-

mation along one or more axes. Such situations are common when sensor sampling density,

field of view, or range decrease, limiting the number and informatic diversity of observed

features. Computational constraints that force smaller optimization windows have a similar

effect, since they lower the probability of making informative data associations.

Consider pose xt and the set of correspondences Ct, where ∀ca,b ∈ Ct, either a or b was

observed at time t. Let F be the set of all features f such that cf,∗ ∈ Ct. A scaled version

of the second moment matrix is then

M =
∑
f∈F

n̂f n̂
T
f , (6.12)

where n̂f is the unit normal of feature f . Analytically, degeneracy can be detected by

performing Gaussian elimination on M . However, noise in depth data results in feature

normal estimates that almost always produce matrices that are technically full rank. This

can cause the optimizer to find global minima with respect to d⊥ that are not accurate, due

to low signal to noise ratios in the null directions.

To solve this, we approximate the null space of M and apply constraints along all

null directions. In contrast to other approaches, which use ‘hard’ constraints to prevent

the optimizer from moving along null directions at all, we enforce these constraints as
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regularization terms, or ‘soft’ constraints, essentially constraining the optimizer to find a

solution by moving only along well-conditioned directions to within some tolerance.

The method for approximating null(M ) is shown in Algorithm 6. We analyze M ’s

condition numbers, κ, which, because M is normal, are computed from its eigenvalues.

Large condition numbers indicate degenerate dimensions, and in our experiments we used

τκ = 10.0. In practice, τκ is easy to tune as most degenerate axes have condition numbers

orders of magnitude higher than well-conditioned axes. For each pose within the optimiza-

tion window, Algorithm 6 produces a set Nt that represents a basis of the null space of

constraints on pose xt. Regularization terms of the form

J(X) =

tf∑
t=1

∑
η̂∈Nt

((xt − xt−1)− (ut − xt−1)) · η̂ (6.13)

are then added to the cost functions for each pose. Here, η̂ are basis vectors describing

the null space of visual constraints, u are the inertial measurements, and x are the pose

variables. Combining equations 11 and 13 together, along with a cost function for the

inertial measurements, we get an overall objective similar to

X∗ = argmin
X

tf∑
t=1

||(xt − xt−1)− (ut − xt−1)||

+
∑

ca,b∈C

dθ(a,Aijb) + d⊥(a,Aijb)

+

tf∑
t=1

∑
η̂∈Nt

((xt − xt−1)− (ut − xt−1)) · η̂.

(6.14)

6.1.3 Map Updates

To store long-term representations of the environment we adapt Long-term Vector Map-

ping (LTVM) [248] to work online. Online LTVM checks newly detected features regis-

tered in global frame against an existing map of features, which is empty when the robot

is first deployed. Each frame, statistical tests are performed which estimate the likelihood

119



Algorithm 6 NULL SPACE APPROXIMATION

1: Input: Set of features F , threshold τκ
2: Output: Basis of null(Mt), Nt

3: N ← ∅, M ← [0]
4: for f ∈ F do
5: M ←M + n̂f n̂

T
f

6: V ΛV −1 ← EIGENDECOMPOSITION(M )
7: for λi ∈ diag(Λ) where λi ̸= λmax do
8: κ← λmax/λi
9: if κ > τκ then

10: Nt ← Nt ∪ V∗,i
11: return Nt

that a given feature corresponds to a physical entity already represented in the map. If

the new feature represents an unobserved object it is added to the map. If it represents an

observation of an already mapped object, the map feature is updated as a weighted sum of

the new feature and the map feature, where the weight is the number of raw observations

supporting each feature. We find that different statistical tests work well for different fea-

tures. For line segments we use chi-squared tests as in [248], and for planar facets we use

conservative thresholds of projections based on the elliptical representation.

Merging can also be performed between two features already in the map if their bound-

aries grow together. This process is expensive in the sense that it scales as O(n2), where

n is the number of features in the map, since every mapped feature must be checked to

see if it can merge with any other feature. However, in practice n is small since features

are merged incrementally. Even for building-scale maps, n is typically in the hundreds or

thousands. Moreover, space partitioning data structures such as kd-trees can eliminate most

comparisons, providing further speedup.

One of the major strengths of LTVM is the maintenance of maximum likelihood feature

location estimates along with a high compression ratio. This is possible via storing the

shape covariance matrix representation of the supporting observations of each line segment

or planar facet in a decoupled manner. However, features are extracted in robot frame, but

the map updates are done in global frame. Thus, the decoupled representation must be
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rotated to global frame. We represent features using decoupled shape covariance matrices

constructed from N depth observations p,

S =
N∑
i=1

pip
T
i −Np̄p̄T = So −NS̄, (6.15)

where So represents the orientation of the feature, and S̄ is the outer product of the feature’s

centroid, p̄. Given an affine transformation defined by rotation R and translation T , we can

compute the transformed matrices S̄ ′ and S ′
o as

S̄ ′ = (Rp̄+ T )(Rp̄+ T )T (6.16)

and

S ′
o = N(R

1

N
SoR

T −RS̄RT + S̄ ′). (6.17)

6.2 Results

We are mostly concerned with compute and memory efficiency and with accuracy

and robustness given low quality sensing containing significant noise and visual artifacts.

We hypothesize that under these constraints, algorithms from the RD-SLAM family, and

specifically the improvements presented in this paper, offer advantageous tradeoffs com-

pared to dense ICP methods as well as methods that deal with rank-deficiency by enforcing

hard constraints on factors.

To test this hypothesis, we conduct several experiments using both simulated 2D lidar

and 3D point cloud data and 2D and 3D data collected at the University of Massachusetts

Amherst. We used a Hokuyo UST-10LX and an Asus Xtion PRO for lidar and point cloud

data, respectively. Robots outfitted with these sensors were tele-operated around buildings

at the university which include a number of straight hallways with limited features as well

as some open areas with widths that exceed the sensor range in some places. Importantly,

these data sets represent canonical human environments with large, easily observable fea-

tures that contain only partial information. Moreover, many points in the trajectory cannot

121



be fully constrained based on visual features. The robot often receives information that

constrains only one positional axis, and this condition can persist for periods longer than

the sliding window used for optimization which is typically 1 to 2 seconds. For each sen-

sor, data was collected from 5 deployments, each taking a different path through the same

environment. All timing experiments were done on a 3.70GHz quad-core processor.

6.2.1 Compute and Memory Efficiency

To test compute efficiency, we compare the time required for both correspondence cal-

culations and pose optimization for RD-SLAM against dense ICP. We include the time

required to extract features into the timing results for RD-SLAM, and we use a dense ICP

implementation with a kd-tree for efficiently pruning non-correspondences. We find that

RD-SLAM takes on average 7ms to produce 3D correspondences, while the ICP imple-

mentation requires 22ms on average. Time saved during optimization is also substantial.

With an optimization window of 20 poses, RD-SLAM uses an average of 61ms to converge

while point-to-point correspondences take on average 177ms.

To test memory efficiency, we compare the space required to store several different

possible map representations using a simulated environment. Storing raw point clouds in

3D requires about 10MB per second. This grows unbounded over the deployment and is

clearly infeasible. Creating a 3D occupancy grid with a resolution of 2cm requires nearly

100MB to explore our roughly 10m by 10m environment. Storing the map in an oct-tree

reduces memory, but is still more expensive than planar representations. Storing all planar

facets extracted during the deployment also grows without bound, but in our simulation it

requires only roughly 1MB for every 10,000 poses. Lastly, merging planar facets incre-

mentally allows the robot to store the entire map in about 10KB. Compute and memory

savings are more pronounced for 3D data, but are still significant for 2D data.

Timing experiments, shown in Figures 6.4a and 6.4b, compare compute time for corre-

spondence calculations and optimization with the proposed method against popular alter-

natives using the 3D point cloud data. Figure 6.4c shows memory use in 3D RD-SLAM
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Figure 6.4: Resource use for various RRD-SLAM sub-processes. (a) Time in milliseconds
to compute correspondences. The vertical axis has been normalized to produce a probabil-
ity density function. (b) Time in milliseconds to perform pose optimization. The counts
have been normalized to produce a probability density function. (c) Memory required for
mapping under various representations. Note the log scale on the vertical axis.

compared to other methods for storing maps. The compression effect of LTVM is less

pronounced for 2D data, but still results in multiple orders of magnitude savings.

6.2.2 Accuracy

Figures 6.6c, and 6.6f show the effects of different optimization routines on accuracy

using simulated 2D data. We use 2D simulations instead of 3D simulations because it is

easier to construct more complex and realistic noise models. The main hypothesis is that

soft constraints allow the solver more flexibility, which is beneficial in some scenarios, and

the histograms illustrate how soft and hard constraints perform when optimizing co-linear

constraints. The key takeaway is that although hard constraints are slightly more likely

to produce very low error, they are also more likely to produce higher error, and in this

respect soft constraints seem to increase the probability that a given location estimate will

have error less than some ϵ, for sufficiently large ϵ.

Figure 6.5 shows a qualitative comparison between no constraints, hard constraints, and

soft constraints on a real laser data set. We believe the increase in accuracy compared to the

naive method (no constraints) is due primarily to the elimination of catastrophic localization

failures, where the optimizer finds minima far from the ground truth. This behavior may be

a natural consequence of optimization along directions with no real information or where

the signal to noise ratio is very small, corresponding to the rank-deficient axes. We believe
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the decreased upper bound on error relative to optimizers using hard constraints is due to

an entirely different phenomenon. In this case, soft constraints may open paths to minima

with lower absolute values that are not accessible when using hard constraints, in some

sense increasing the basin of convergence for some minima. This may be most beneficial

when dealing with exceptionally noisy data that does not contain a strong signal.

a)

c)

b)

Figure 6.5: Maps produced using optimization over co-linear visual constraints. In a), no
additional terms are added. In b), optimization along degenerate axes is prohibited. In
c), regularization terms are added to discourage, but not prevent changes along degenerate
axes.

6.2.3 Robustness

Figures 6.6b and 6.6e compare the accuracy of dense ICP and the proposed methods

for computing correspondences between line segments under different levels of simulated

noise. As expected, dense methods lack robustness to outliers in point-to-point correspon-

dence calculations, and we see l2 filtering increases robustness substantially. This is due

to a small number of features during each deployment that erroneously pass each filter

individually, but are not in reality reliable features. Decreasing the accepted range for
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Figure 6.6: Performance characteristics for RRD-SLAM in simulated environments with
several different noise levels and solving strategies. In sub-figures (b) and (e), labels Small,
Medium, and Large denote noise levels, and labels ICP and L2 denote method.

correspondences also reduces this phenomenon, but at the cost of excluding many true

correspondences.

6.3 Conclusion

This chapter presented several extensions to SLAM sub-systems which use constraints

between large geometric features, resulting in a highly performant SLAM system for reg-

ular, man-made environments. We also demonstrated via ablation tests on simulated and

real-world data that our extensions increase localization accuracy and reduce computation,

memory use, and susceptibility to outliers. Moreover, this method offers a viable approach

for getting the most out of low-quality or partial information by enabling the use of rank-

deficient features.

This chapter again highlights the benefits of robust outlier rejection as well as the util-

ity of generalizable constraints in pose-graph SLAM. It also provides the most prominent

example in this thesis of the benefits of specialization. Because the target application is
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a robotic platform operating in the home, where there are many easily detectable planar

surfaces, we may narrow the set of expected operating conditions and thus use sub-systems

that more reliable and more accurately detect and reason about the types of stimuli that are

most likely to be present.

The intended application and the motivation behind the development of this method

for low-cost, mobile home robots also highlight some of the challenges faced by unimodal

sensing suites. For example, other approaches to the problem of robust, all-conditions,

low-cost, unstructured SLAM in a home environment use stereo cameras. While such sys-

tems work for some scenarios, many other common cases such as mirrors and other reflec-

tions, moving images on screens, or very low ambient light cause catastrophic failure, and

these failure modes are often disjoint from the failure modes of RRD-SLAM. Additionally,

constraints such as very cheap or limited sensing and highly constrained computation or

memory can take a problem normally considered ‘solved’ into a new regime in which the

standard ‘solutions’ are no longer possible. Together, these difficulties, which are largely

results of the curse of ubiquity outlined in the chapter 2, further challenge the standard as-

sumption of a ‘one-size-fits-all’ solution to SLAM and motivate the multi-SLAM approach

outlined in subsequent chapters.
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CHAPTER 7

LEARNING PERFORMANCE MODELS OF SLAM ALGORITHMS

One of the biggest challenges in deploying modern SLAM systems is that both the

magnitude and frequency of localization failures are very hard to predict. Moreover, these

failures can be difficult to recover from. If the maximum likelihood estimate for the current

position xt is several meters from the true location this can cause the robot to execute

motor commands that may not be safe, or result in time spent on generating plans that are

not feasible. It may also make subsequent estimates xt+1 less accurate since both filtering

and smoothing techniques are initialized using the previous pose estimate, and thus poor

initial estimates can lead to worse solutions in the future. While this problem is especially

bad in Kalman filters, particle filters and non-linear optimization formulations are also

affected. In some cases, such failures are worse than simply letting the robot operate using

dead-reckoning until visual stimuli appear which afford more reliable localization.

The problem of predicting failures is made significantly more challenging in modern

SLAM-solvers because these algorithms have large input spaces, large hyperparameter

spaces, and a large set of possible internal states to which the algorithm may be initial-

ized. These issues make SLAM and other robotic perception systems poor candidates for

pre-deployment system verification [298]. Instead, run-time monitoring of perception sub-

systems has been proposed as a promising, tractable alternative. Generally, these prediction

problems share some similarities, including their reliance on multiple streams of data, both

raw signal data and states of computation internal to SLAM-solvers. However, signs of

impending success or failure may differ substantially depending on the sensing modality.
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The key idea advanced in this chapter is to exploit this similarity between many related

SLAM performance prediction tasks, where the front-end feature extraction methods differ

with respect to the data they operate on, but not the basic information they produce and

interface with. Specifically, we highlight two contributions. First, we show that exploiting

the independence of front-end and back-end pose-graph SLAM modules in order to run

performance predictions that isolate front-end outputs allows us to train more generaliz-

able models that are robust to different back-end optimization schemes since these predic-

tion systems are largely tasked with evaluating the quality of the overall set of constraints

produced by the front-end, a task that likely transfers across many modalities. Second,

we show empirically that certain neural network architectures seem to be well-suited for

performance prediction of streaming perception problems, regardless of sensor modality,

potentially simplifying the implementation of such systems on other platforms in the future.

We demonstrate the potential of this approach on the KITTI data set [109], where we

find that similar neural architectures, in particular convolutional structures that operate on

several images at once, are generally well-suited for this task. We also present results

on how different data availability and loss functions affect model performance. Notably,

this is a regime in which common training practices such as data augmentation may be

unreliable, since the underlying process being modeled (SLAM algorithm performance)

does not necessarily change smoothly as a function of the raw input.

Developing models of performance for different algorithms has received considerable

attention in various sub-fields of computer science for some time, and is often referred to

as meta-learning [376, 372]. However, in robotic perception, and in SLAM in particu-

lar, the existing literature is relatively limited. Generally, approaches to this problem vary

along four primary axes. First, whether predictions are made offline, when the operating

environment is known but prior to deployment [284, 209], or online as the robot is oper-

ating, typically on a frame-by-frame basis [55, 297, 9, 8]. Second, whether performance

is modeled as a binary ‘failure’ and ‘nominal’ classification problem [55] or whether it is
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modeled as a regression problem, either continuous or discrete [297, 284, 209, 9, 8]. Third,

whether the predictions are made regarding the entire algorithm [55, 284, 209, 8] or with

respect to specific subsets of the input [297]. And fourth, whether these performance mod-

els use hand-engineered features [55, 284, 209, 8] or process raw data, usually with neural

networks [9].

Unlike many other computational systems, SLAM systems have several properties that

make theoretical bounds on performance, including those for cooperative systems [240],

difficult to rely on in practice since these bounds are often only possible under some excep-

tionally strong assumptions, such as completely known sensor noise distributions. This is

primarily due to three reasons. First, the potential input space is extremely large, being the

cross product of multiple high-dimensional sensor signals, a large set of possible hyperpa-

rameter settings for each algorithm, and a large set of possible initialization configurations.

Second, small changes in any one of these factors may induce large changes in the quality

of the resultant output. And third, sensor noise is very difficult to model precisely. Thus,

learning-based solutions for modeling the performance of SLAM systems using neural net-

works, originally introduced as ‘introspective’ systems [75], were proposed to overcome

the shortcomings of theoretical analysis of such complex systems.

There are also approaches more aligned with software engineering philosophy and

based loosely on the concept of coverage testing, which ultimately identify a similar set of

complicating factors, including environmental characteristics, sensor characteristics, and

robot motion characteristics. One such approach attempts to partition the SLAM system

input space into equivalence classes in order to efficiently generate test cases for these

classes and achieve high coverage [353]. However, the premise of such approaches is of-

ten that SLAM system failures are the result of deficient code. Here, we argue this is not

the primary source of errors in state-of-the-art systems; rather, it is the result of applying

fundamentally limited algorithms to extremely complex data.
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For this reason, most approaches focus on prediction. Offline prediction about the ef-

ficacy of different sensor payloads or perception algorithms as typically been researchers’

and practitioners’ purview, but recently there have also been proposals to do this automat-

ically using regression [284, 209]. However, these approaches often require knowing a

significant amount about the deployment environment, or event the planned route, in order

to operate, which severely limit their utility in practice. One strength of such approaches

though is their inclusion of features from both environment and robot.

Even when confined to online prediction, the notion of ‘performance’ for SLAM sys-

tems has taken several forms. Some approaches, such as IV-SLAM [297], predict the

quality of features derived from certain subsets of the raw data to guide SLAM feature ex-

traction to select more features from parts of sensor data that are likely to be higher quality;

or Muca-SLAM [162] which predicts which camera from a set of multiple cameras will

contain the best features. Other approaches treat performance as a binary variable, pre-

dicting either failure or nominal behavior in a binary classification task, for example using

support vector machines [55]. These approaches may work well for specific applications

or SLAM systems, but their general formulation does not necessarily cover many of the

instances where performance prediction may be useful.

Perhaps the most general, SLAM-algorithm-agnostic, notion of performance is the

magnitude of localization error for a given pose. Some have proposed estimating this er-

ror using learning and then directly correcting pose estimates by the predicted error [9].

Theoretically, if such a system were perfect, it may be the easiest way of incorporating

performance prediction into existing robotics architectures since it does not require any ad-

ditional processing to be useful and can be applied internally within a given SLAM system,

without the requirement to interface with any other component of the stack. However, such

a such a system must predict not only the magnitude of errors, but also the correct direction,

transforming an already challenging one-dimension regression problem in the positive real

numbers into, at the very least, a two-dimensional problem over all reals. Such an approach
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would become even more difficult to implement as the space of state estimates increases,

for example to include vertical displacement or roll and pitch in addition to yaw.

A slightly more relaxed version of the problem, and one which is closest to our ap-

proach in this chapter, is to simply predict the magnitude of the error, without attempting

to predict the exact error itself. Previously, this approach has been attempted for entire tra-

jectories using random forest regression trained on a set of global features generated from

raw (camera) sensor data passed through 1-D pooling [8]. The procedure we outline in this

chapter has several benefits compared to this approach, including the ability to generalize

to other types of sensor data without the need for custom features, and the ability to predict

error frame-by-frame. Integration of similar predictive models into existing pose-graph op-

timization systems may be possible by predicting counterfactual outcomes where subsets

of available features are omitted or down-weighted during optimization, though we leave

confirmation of such hypotheses for future work.

7.1 Learning Performance Models of SLAM Algorithms

This section provides an overview of different design and engineering considerations

regarding the general practice of applying convolutional neural networks to learning per-

formance models of SLAM systems. Although there is no singular algorithm that is guar-

anteed to outperform all others, there are nonetheless several characteristics of the SLAM

performance prediction problem that make certain learning setups more likely to be suc-

cessful, which we focus on below.

At the lowest level, this is a regression task, where we wish to learn a function f(z,w)

that predicts, for a given observation z and internal state of computation w, the expected

magnitude of the translation error εtrans = |x̂t − xt| and rotation error εrot = |θ̂t − θt| of

a SLAM algorithm at each time step t. Regression is a notoriously difficult task for neural

networks, so we instead model this task as a classification task, where the different classes

represent different ranges of possible error.
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Because the distribution of errors from SLAM systems is not uniform (often modeled

as a half-normal distribution or a mixed distribution with a half-normal component), using

classes that represent equally sized subsets of the positive real space of errors will create an

imbalanced data set. Thus, we create a more or less balanced set using the quantile function

of the half-normal distribution

Q(ε) = σ
√
2 erf−1(ε) (7.1)

where erf−1(ε) is the inverse error function such that erf(erf−1(ε)) = ε, and

erf (ε) =
2√
π

∫ ε

0

e−t2dt. (7.2)

We plotQ(ε) using a numerical approximation of the inverse error function and a rough

estimate of the standard deviation σ of the SLAM error to determine the regions of error

space that each class represents. For a total of 5 classes, we define the following class

boundaries: 0 < ε ≤ 0.2σ < ε ≤ 0.5σ < ε ≤ 0.9σ < ε ≤ 1.4σ < ε. The value of σ will

of course depend on the SLAM algorithm used for training. In Figure 7.1 we show this

breakdown on a simulated data set for σ = 1.

7.1.1 The KITTI Data Set

The KITTI data set [109] is a large data set used for many SLAM algorithms tested in

service of autonomous driving. It contains 11 total trajectories that include ground truth

in both urban and rural settings. Each trajectory contains several minutes of driving and

thus hundreds or thousands of individual pose estimates. For camera data we simply use

the original raw image, and for LiDAR data we project the returns down to the xy-plane

and use color to represent the height of the return. If there are multiple returns in the same

pixel, we take the average height.

In addition to the raw sensor data we use two other sources of information, also repre-

sented as images. The first is a snapshot of the optimization problem, called the information
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Figure 7.1: Example labeling scheme for error magnitude classes in order to promote more
balanced classes. Here, errors falling into different colored bins are assigned different class
labels y, and the boundaries of the class bins are determined by analyzing the quantile
function of the half-normal distribution, which roughly models SLAM error probability
density when deployed in environments close to those intended by developers. For the
purposes of computing loss we use the mean of each bin, here denoted by black vertical
bars. The distribution shown has a standard deviation of σ = 1.0, and during training the
values µi are scaled up or down depending on σ in the real data.

matrix. The information matrix represents which poses have direct constraints with respect

to which other poses. For example, if pixel i, j is highlighted, it means that there exists at

least one factor linking pose xi with pose xj in the factor graph. Since the solvers we are

predicting over are solving fixed-size problems, where variables are added or deleted from

the problem as the robot experiences more data, it is possible to form a fixed-size input

from such a setup. Here, we up sample to match the resolution of the other data.

The second is memoized data from the SLAM front-end. This takes the form of feature

locations and feature descriptors, in the image plane (for cameras) or projected into the

xy-plane and represented as an image (for LiDAR). Here, the exact format of the data

depends on the information contained in the features extracted from the raw signal. Since

the modalities we test on produce features in all three dimensions, we again use color to

represent height. When there is additional information, such as scale or orientation from

ORB features [311] we encode it using the RGB channels of the image. For example,

orientation can be encoded as a unit vector within the red and green channels, while scale

can be encoded in the blue channel.
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7.1.2 Network Architecture

Because our input is in image format, both raw sensor data as well as memoized data

such as feature discriptors, we use convolutional architectures for all modalities. Several

have already been proposed for regression tasks in the literature, although with very differ-

ent applications [320, 213]. Although the KITTI data set is large by robotics standards, it is

not large enough to comfortably train a convolutional neural network from scratch. More-

over, there is no obvious way to perform automatic data augmentation on the KITTI data

set. Thus, we experiment with two pre-trained models, AlexNet [177] and Inception V2/V3

[349], and fine tune these models on the performance data from running SLAM algorithms

on trajectories from the KITTI data set. These architectures were originally trained on the

ImageNet [315] data set, which has a large number of classes.

Normally, we could simply replace the last linear layer with our own linear layer of

appropriate size, for example five nodes for five classes, as is common in other domains

[1]. For example, given a penultimate layer of 2048 nodes, we would have a final fully

connected layer represented by a 5× 2048 weight matrix. However, because we are using

three separate images (raw data, feature locations, information matrix), we instead need

our fine-tuning layers to use all three 2048-dimensional latent representations. Thus, we

add two fully connected layers for fine tuning, one from 6144 to 2048, where the input is

formed by concatenating the latent representations from each individual image, and then

final one from 2048 dimensions to 5, representing the error classes. Finally, we need 10

output dimensions with two groups of 5 normalized independently in order to classify both

rotation and translation errors. Note it is also possible in theory to extract intermediate

feature representations from the neural networks and then train an SVM or other classifier

on the intermediate representations, though we do not empirically test such a setup.

134



7.1.3 Loss Function Design

In designing the loss function there are three main considerations. First, we need to

preserve the underlying regressive nature of the task. To do this, we penalize incorrect

classification proportional to the squared error in error prediction. For example, given

predicted labels ℓtrans and ℓrot and the mean values of those classes µℓtrans and µℓtrans ,

along with the mean of the ground truth classes µytrans and µytrans , we can write an initial

loss function as

L0 = |µℓtrans − µytrans |2 + |µℓrot − µyrot |2 (7.3)

Here, because the classes represent regions of the non-uniform error distributions, we do

not take the midpoint of the bins. Instead we take the mean of the segment of the distribu-

tion weighted by the relative probabilities of achieving the different possible error values

along that segment, as shown in Figure 7.1.

Second, we need the loss function to be asymmetric, since in some applications it is

more important to conservatively estimate the localization error than to be as accurate as

possible. That is, we would rather minimize a weighted notion of least squared error where

weights are higher for overly optimistic predictions. To represent this in the loss function,

we define

L1 = λ(µℓtrans , µytrans)|µℓtrans − µytrans |2 + λ(µℓrot , µyrot)|µℓrot − µyrot |2 (7.4)

where

λ(µℓ, µy) =

{
1 if µℓ ≤ µy

w otherwise
(7.5)
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and w > 1. Note that functions that minimize L0 also minimize L1. However, given that

even with large data sets performance predictors may still be imperfect, L1 biases errors

that do occur to be, generally speaking, less risky for the overall system.

The third and final consideration is that these performance predictions may be used

as inputs to planners, as discussed in chapter 8, and thus some notion of the quality or

uncertainty regarding the prediction could be beneficial. Models that output a distribution

over class labels that accurately reflects the probability of each label being the true label

are said to be calibrated [119]. For example, if on some subset of the data our model

predicts errors of a given magnitude y = ξ with probability 0.1, then if it is well-calibrated,

roughly one out of 10 such labels will be y = ξ. There is significant work on calibration,

and although in practice many times simply applying a softmax activation function to the

final layer and interpreting the output as a probability distribution over layers can provide

reasonable calibration [131, 277], we opt to apply a more explicit cross-entropy loss.

However, we also want to weight our loss by the magnitude of the error, similar in spirit

to other weighted cross-entropy losses [136]. Thus, we have a third possible loss function

L2 = −
5∑

i=1

L1(ℓi, yi)[yi ̸= ci] ln(ℓ⃗i) (7.6)

where ℓ⃗i is the ith entry in the softmax output vector and square brackets represent Iverson

brackets, evaluating to 1 if the inner statement is true and 0 if it is false.

A priori, it is not obvious which loss function will lead to the best performance within

the larger multi-SLAM system, but given that the decision-making model (a partially ob-

servable Markov decision process) has the ability to model and reason about the reliability

of its observations, then it is likely that as long as there is a baseline of reasonable perfor-

mance, having a well-calibrated performance model will allow the higher level planner to

most reliably exploit the performance models predictions.
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7.1.4 Training Procedure and Hyperparameters

Given that we use pre-trained networks, our focus is on fine-tuning to our performance

prediction task. The main hyperparameters we might consider changing from their original

settings during fine-tuning are the learning rate, learning schedule, batch size, and momen-

tum. For a more in-depth treatment of different considerations for various hyperparameters

during fine-tuning, see Li et al. [190] and the references therein.

To simplify this process, we use the gradient descent method ADAM [170], which

automatically adjusts learning rate and operates with a similar concept to momentum, sub-

suming these components of the hyperparameter search. It is possible that individually

setting these hyperparameters can achieve superior performance. Last, as our fine-tuning

data is somewhat limited, we set the batch size to be 16.

When conducting our experiments we train several instances of our models over dif-

ferent subsets of the KITTI data using k-fold cross validation where k = 5. In this setup,

of the 11 trajectories, in each fold 2 are held out for testing, 3 used for validation, and

the remaining 6 used for training. Thus, all numbers reported below are the average of

evaluations across all 5 models, unless otherwise noted.

One drawback of training models for each SLAM system independently is that to sup-

port a large portfolio of SLAM front-ends, we would need a large number performance

prediction models. One topic for future consideration is whether or not we could reduce

this burden by training models that can generalize across multiple feature (or descriptor,

or detector) types, essentially reducing the space our performance models need to cover

from all sensor × feature combinations to just the set of different modalities, which is a

much more limited domain. Similarly, models learned with respect to specific sensor suites

may be able to be generalized to similar suites, all of which may be used with a particular

SLAM algorithm. For example, a camera-based system may use many different types of

cameras without requiring a different front-end system.
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7.2 Results

At a high level this is a relatively straightforward classification task, in which we expect

the learned function to accurately predict the approximate magnitude of error in location

estimates. Therefore we evaluate our set of SLAM performance predictors primarily by

understanding their accuracy in multi-class classification. However, there are also several

additional axes of analysis that are important beyond raw accuracy. First, the magnitude

of the mis-classification is still important, so in some sense the original regressive nature

of the task cannot be ignored. Second, it is typically more costly to underestimate lo-

calization error than to overestimate it, since the robot will often have the option to take

additional measurements to gain information about its location, or have auxiliary meth-

ods or resources it can draw on to reduce uncertainty, such as human monitors or backup

localization methods.

To address these complicating factors, we also introduce modified definitions of preci-

sion and recall, where, for each sample, classes representing the correct error magnitudes

and those representing larger errors are aggregated to create the ‘positive’ class, and classes

representing smaller errors are aggregated into a ‘negative’ class, creating a binary classi-

fication problem. The typical definitions of precision and recall are then applied to these

new class labels, thus there are no ‘true negatives’. Finally, we compute the correlation of

the of the performance predictions with the actual errors by considering each class label as

indicating the weighted mean-value of the range of errors that class represents.

We test the efficacy of these performance models using two open-source SLAM sys-

tems: ORB-SLAM2 [243] which uses stereo camera data, and CAE-LO [400] which uses

LiDAR data. While ORB-SLAM2 and CAE-LO are not the leading edge of state-of-the-

art systems, ranked 65th and 41st on the KITTI benchmark, respectively, they do provide

reasonably performant open-source systems. Moreover, both methods are indirect, mean-

ing that they have explicit feature extraction steps and thus provide more easily accessible

memoized data for use in learning performance models. Critically, they are also relatively
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Model Accuracy Precision Recall
ORB-SLAM2 (AlexNet) 0.62 ± 0.10 0.75 ± 0.10 0.91 ± 0.04
ORB-SLAM2 (Inception) 0.57 ± 0.08 0.71 ± 0.06 0.88 ± 0.03

CAE-LO (AlexNet) 0.42 ± 0.13 0.66 ± 0.11 0.72 ± 0.06
CAE-LO (Inception) 0.55 ± 0.08 0.68 ± 0.05 0.74 ± 0.06

Table 7.1: Model performance when predicting translation errors.

Model Accuracy Precision Recall
ORB-SLAM2 (AlexNet) 0.69 ± 0.08 0.87 ± 0.07 0.89 ± 0.04
ORB-SLAM2 (Inception) 0.70 ± 0.07 0.90 ± 0.03 0.88 ± 0.03

CAE-LO (AlexNet) 0.61 ± 0.11 0.78 ± 0.06 0.82 ± 0.05
CAE-LO (Inception) 0.61 ± 0.10 0.77 ± 0.03 0.83 ± 0.04

Table 7.2: Model performance when predicting rotation errors.

close in overall performance, and use different modalities. While it is not always the case

that systems differ in performance most when they rely of different sensors, it is nonethe-

less a very common occurrence in practice.

7.2.1 Performance Prediction Accuracy, Precision, and Recall

Tables 7.1 and 7.2 summarize the main results on accuracy, precision, and recall of

performance prediction for translation and rotation errors of different SLAM systems using

different modalities and neural architectures. A random classifier would have accuracy 0.2.

Numbers and bounds given in the tables are averages and standard deviations over all k

folds of the data set. There are several key takeaways.

First, different SLAM algorithms with different modalities do exhibit some differences

with respect to how accurately we can predict their errors. This could be due to several fac-

tors, including the reliability of the underlying SLAM algorithm or the variety of sensing

conditions present for each modality in the training data set. Our best hypothesis for this

gap is that the pre-trained networks were trained specifically for images similar to what is

observed by the stereo pair used in ORB-SLAM2 and that although we transform data from

CAE-LO into image format, the pre-trained networks are naturally better suited to find pat-
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terns in raw image data moreso than images constructed from memoized data. Second, we

find, somewhat surprisingly, that both networks perform relatively equally, with the most

noticeable difference being the slightly lower variance in performance (generally speaking)

of the Inception architecture.

Third, rotation errors seem easier to predict across both algorithms, although this effect

is especially pronounced for ORB-SLAM2. This is encouraging since much of the absolute

error in pose estimates comes from errors in rotation estimates that are then compounded

into location estimate errors as the robot continues traveling. Eliminating, or at least being

aware of these points in the trajectory could greatly enhance SLAM outcomes. That said,

though the trajectories in the KITTI data set average roughly 5 right-angle or sharper turns,

much of the data set involves driving relatively straight which typically gives rise to lower

rotation error estimates. Finally, recall seems generally higher, which is expected since the

loss function penalizes overly optimistic error estimates asymmetrically.

7.2.2 Correlation with Actual Error

While some minimal level of accuracy is required to be able to use such performance

models, for example within multi-SLAM systems, here we offer some additional metrics

regarding the magnitude of errors in performance prediction. Figure 7.2 shows how pre-

dicted and actual errors correlate on one set of test data. Note that we did not specifically

train any networks for continuous-valued regression. Sub-figure (f) shows the best per-

forming model: the Inception network predicting rotation errors in ORB-SLAM2. What is

particularly compelling in this instance is relatively distinct groupings of actual error across

the different predicted classes compared to other models.

7.2.3 Architecture and Input Ablation Studies

While the space of all possible convolutional network architectures is far too large to

test exhaustively, we do investigate performance on several alternate training setups. In

particular, we run ablation tests where models are trained using A) different information,
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(a) ORB-SLAM2 (AlexNet) (b) ORB-SLAM2 (Inception)

(c) CAE-LO (AlexNet) (d) CAE-LO (Inception)

(e) ORB-SLAM2 (AlexNet) (f) ORB-SLAM2 (Inception)

(g) CAE-LO (AlexNet) (h) CAE-LO (Inception)

Figure 7.2: Scatter plots of actual and predicted errors in translation (a)-(d) and rotation
(e)-(h). 141



Ablation Test Acc. (t) Prec. (t) Recall (t) Acc. (r) Prec. (r) Recall (r)
Unmodified 0.62 0.75 0.91 0.69 0.87 0.89

Raw Data Only 0.51 0.62 0.65 0.57 0.64 0.77
Features Only 0.38 0.53 0.55 0.43 0.58 0.73
Info Mat Only 0.33 0.50 0.57 0.24 0.49 0.69
No Raw Data 0.44 0.52 0.60 0.49 0.63 0.72
No Features 0.50 0.59 0.61 0.66 0.71 0.81
No Info Mat 0.57 0.67 0.77 0.67 0.70 0.88

No Hidden Layer 0.41 0.51 0.59 0.55 0.72 0.70
No Cross Entropy 0.64 0.74 0.79 0.70 0.90 0.91

Table 7.3: Model performance when predicting translation and rotation errors under differ-
ent ablation tests. The Unmodified row is copied here for convenience from Tables 7.1 and
7.2. The ** Only rows correspond to models fine-tuned using only one of the three pos-
sible inputs (raw data, feature locations/descriptors, information matrix). The No ** rows
correspond to models fine-tuned without one of the three inputs. The No Hidden Layer row
represents models fine-tuned with architectures that go directly from 6144-dimensional
vectors to the final 10-dimensional output, with no intermediate 2048-dimensional fully
connected hidden layer. Lastly. the No Cross Entropy row provides metrics for models
trained using loss function L1 rather than L2.

B) different fine-tuning architectures, and C) different loss functions. In these experiments,

we limit the focus to just predicting ORB-SLAM2 performance using pre-trained AlexNet.

The results of these experiments are summarized in Table 7.3.

Here, we can see a few trends emerging. First, raw data seems to be the most important

input. We do observe substantial improvements when adding feature characterizations and

some marginal improvements when including information matrix structure, but raw image

data is still by far the most important input. Second, the effect of the additional hidden layer

during fine-tuning is surprisingly large. This may be due to large difference in dimension-

ality between output layers from AlexNet (6144) and the size of the final output (10), which

perhaps makes it more difficult for the network to learn and condense effective abstractions

from AlexNet outputs. Finally, applying L1 actually slightly increases performance. This

is not expected, since cross-entropy loss is occasionally more susceptible to overfitting, but

in the absence of calibration experiments, it is not clear yet whether this result constitutes

a strict improvement or a tradeoff.

142



7.3 Conclusion

In this chapter we showed how certain convolutional architectures are well-suited to

predicting the magnitude of localization error online in SLAM systems. We also showed

the utility of incorporating both memoized data as well as part of the solver’s internal

state of computation within the input to learning algorithms for modeling performance.

While not a wholly new setup, the application of deep learning over data internal to the

solver in addition to raw data represents a new approach for predicting SLAM algorithm

performance. Moreover, although not conclusive, we also present some initial experiments

and lay the groundwork for important future hypotheses regarding the natural synergy of

various hyperparameter choices (architecture, loss) when modeling SLAM errors.

As in previous chapters, we try to exploit as much existing computation within the

SLAM system as possible. Although we use several different sources of data to make

predictions, including intermediate representations, all of these pieces of data are natively

computed by most SLAM systems. However, while supervised learning methods are in-

credibly useful in many areas of robotics, there is one aspect of the supervised learning

pipeline that is generally very expensive and no less so in SLAM. This is labeling. Un-

like other common tasks, crowd-sourcing labels is not an option for obtaining ground truth

SLAM errors. Although in the last several years reducing reliance on labeling has generally

not been the focus of SLAM researchers, it is an area where innovation in unsupervised or

self-supervised learning could have a profound impact, as it would allow the application

of many more powerful machine learning techniques directly to many of the central sub-

processes within SLAM.

There are many competing definitions of robustness or reliability in the machine learn-

ing literature, each motivated by specific use cases and deployment applications. While not

necessary for all AI systems in general, for most robots, pessimistically estimating perfor-

mance and including uncertainty in these estimates is critical. Pessimistic estimates help

keep the robot operating in safe, predictable regions of input space and reduce the like-
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lihood that erroneously positive predictions will lead to unsafe behavior. The focus is on

maintaining system function rather than optimizing system performance while functioning.

Additionally, being able to estimate the uncertainty in predictions allows the output to be

used much more effectively down stream when considering other sub-tasks in the robotics

stack.
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CHAPTER 8

CHOOSING THE RIGHT TOOL FOR THE JOB: ONLINE
DECISION MAKING OVER SLAM ALGORITHMS

While accurate location estimates are not universally required for functional robots, the

overwhelming majority of mobile robotics applications rely on them. Over the last several

decades, there have been hundreds of different SLAM algorithms proposed, with many de-

signed for mutually exclusive operating conditions and sensing payloads. However, many

applications for robotic systems demand operating in a wide variety of environments that

afford vastly different forms of stable features. Often these sets of operating conditions

cannot all be adequately covered by a single SLAM algorithm. In order to meet this need,

roboticists have two options: either design a single “one-size-fits-all” SLAM system, or

design methods to leverage existing SLAM algorithms in combination such that each in-

dividual algorithm can be applied when it is most relevant. Here, we argue for the latter

approach, motivated chiefly by the following observations.

First, there are already hundreds of well-documented, open source SLAM algorithms.

Second, these algorithms cover a wide range of sensing payloads and are designed to ex-

ploit a variety of different environmental characteristics. Together, these observations sug-

gest that, were there a system capable of choosing the best performing system for a given

situation from a pool of already developed SLAM systems, then the performance of these

best systems would be adequate in a large number of scenarios.

Third, most of the computation in SLAM systems occurs in the back-end during the

optimization process. Moreover, most state-of-the-art solvers handle essentially the same

problem, regardless of whether the problem is created using data from a camera, laser, IMU,
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or other sensor. So, running several different front-ends in parallel is relatively cheap. Last,

many SLAM algorithms rely on several different sensors with their own custom front-ends

already, and having the ability to filter out a defective sensor from the data stream is already

a task many SLAM researchers design for, although not in a decision theoretic way.

Thus, the problem we want to solve is to select, at each time-step, which SLAM front-

end results, if any, we should pass on to the back-end optimizer. Naturally, the outcome of

these actions has a degree of uncertainty with respect to the localization error. Moreover,

our true state in the decision-making sense, that is, exactly how well our current algorithm

will perform next time step and exactly how accurate our current location estimate is, is

not fully observable. Therefore, we will model this decision-making problem using a well-

known formalism for modeling such decisions: the partially observable Markov decision

process (POMDP). POMDPs offer several advantages, including many approximate so-

lutions with good performance in practice, as well as supporting reinforcement learning,

although we do not propose learning the parameters of this POMDP at this time.

Nearly all state-of-the-art SLAM algorithms are designed to exploit patterns in data

from specific sensing modalities, such as time-of-flight and structured light depth sensors,

or RGB cameras. This specialization increases localization accuracy in domains where the

given modality detects many high-quality features, but comes at the cost of decreasing per-

formance in other, less favorable environments. For robotic systems that may experience

a wide variety of sensing conditions, this difficulty in generalization presents a significant

challenge. Deployed robotic systems are complex, often comprised of dozens or even hun-

dreds of sub-systems and algorithms, each designed for a specific purpose and specific

operating conditions. For example, different methods for simultaneous localization and

mapping (SLAM) may be designed for different sensors (camera [242], LiDAR [255]),

extrinsic sensor calibrations (front facing [139], top facing [150]), or environmental struc-

tures or affordances [258]. While such specialization often allows greater performance by

leveraging structure in data to perform more efficient or accurate computation, it comes
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Figure 8.1: Time series of localization errors for several approaches to the SLAM ASP.
The POMDP-based approach is the only one capable of reasoning about both the immedi-
ate suitability of particular sensors and the long-term effects of constructing optimization
problems using these sensors.

at the cost of restricting the set of operating conditions in which the system can perform

reliably. Moreover, outputs of these sub-systems are often inputs to other sub-systems and

thus affect the quality of future computation in ways that are frequently too uncertain or

too complex to model.

One strategy to combat these complexities is modularity. Roboticists have identified

common processes (e.g. SLAM) where similar data (e.g. RGB or depth images) are pro-

cessed to produce similar outputs (e.g. pose estimates). Here many algorithms may be

interchanged without affecting the module’s interface with other parts of the system. How-

ever, as robot deployments encounter greater variety in operational conditions, it becomes

increasingly difficult to design singular, one-size-fits-all modules (algorithms) that can per-

form reliably under all possible conditions. Moreover, as sensors become cheaper, and

sensor suites larger, it may be difficult for robots deployed in demanding or dangerous

environments to incorporate all possible strategies for contingencies with different opera-

tional sensor suites within a single module. We term the development of single modules the

‘one-size-fits-all’ approach to system design, and our hypothesis is that this is not always

the best approach to developing robust, broadly capable robotic systems.

This paper presents an alternative to the ‘one-size-fits-all’ architecture. Instead, we

propose storing several redundant algorithms in memory, each of which may be substituted
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within a particular module in the stack, and then selecting the most appropriate instance

of that module online. This approach essentially replaces the task of designing singular

modules that operate reliably under all possible conditions with the task of efficiently iden-

tifying which existing algorithm is most reliable in the current situation. This architecture

relieves the tension between specialization and generalization inherent in many robotics

choices, since if a reliable algorithm exists for the current conditions and we can identify

it, the system can ‘generalize’ to that situation without compromising performance in other

situations.

Our primary contributions are (1) a formal definition of the Algorithm Selection Prob-

lem (ASP) extension this architecture presents that highlights the fundamentally sequential

nature of this task in robotics, (2) a solution concept using a combination of classification

and belief-space planning, and (3) a detailed simulation and set of experiments showing the

potential benefit (see Figure 8.1) of online decision making over SLAM algorithms and in

particular the effectiveness of belief-space planning.

The “Algorithm Selection Problem” (ASP) was first outlined by Rice in 1976 [307],

and has since been studied more closely in several sub-fields of computer science. In par-

ticular, combinatorial search [175, 166] and optimization [229, 174, 241] have been among

the most prolific adopters, with the SAT solver SATzilla [394] likely one of the most suc-

cessful applications of ASP methods to-date. Systems that solve ASPs vary substantially

in how they operate. For example, they may select a single algorithm at the beginning of

the problem [394], select a schedule of multiple algorithms to run sequentially [296], se-

lect a subset of algorithms to run in parallel [147], or monitor progress and revisit these

decisions during the solve [7]. Because our goal is to choose between SLAM front ends in

order to maintain highly accurate location estimates indefinitely, we focus on the online, or

dynamic, version of this problem.

Many ASP methods employ machine learning techniques to either evaluate potential

algorithm performance or select algorithms directly. This application has strong ties with
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meta-learning [334, 167]. There have also been proposals to use sequential decision making

in the form of reinforcement learning (RL) for algorithm selection when the algorithms

have a recursive nature [180, 261, 259]. In some cases meta-RL systems, such as RL3

[36], may eventually allow a form of automatic adaptation to new ASPs. However, in this

chapter we focus on understanding the unique challenges of robotics ASPs, particularly for

SLAM, and thus we are concerned more with formalizing the decision-making problem

and developing a performant decision-making model.

Despite applications of ASP methods to other hard problems there have been few seri-

ous efforts to bring insights from ASP research into practice in robotics. The idea of using

portfolios of models has been explored for localization [256], and the closely related prob-

lems of hyperparameter optimization and online hyperparameter tuning have been studied

in the context of motion planning [236, 37]. However, engagement with formal ASP con-

structs has been, to the best of our knowledge, limited to the study of decentralized heuristic

selection for coordination [310], and some computer vision tasks with relevance to robotic

perception [207, 208]. In summary, this work offers the first formalisms, models, and solu-

tion methods that address the unique and fundamental challenges of applying the spirit of

algorithm selection to SLAM and similar robotic perception problems. While not theoret-

ically limited to perception systems, we see SLAM as a natural and important application

of this formalism.

8.1 Algorithm Selection Problems for Robotics

Most applications of algorithm selection have been able to use essentially the original

formalism from Rice with little modification. In this section we will briefly introduce

this formalism, explain how robotics applications such as SLAM require more complex

considerations to solve optimally due to their recursive nature and potential indefinite and

reactive operation requirements, and then present an extended formalism that captures these

aspects of the ASP for robotics.
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8.1.1 The Algorithm Selection Problem

Formally, the ASP considers a set of algorithms A, sometimes called a portfolio, and

a problem instance x drawn from a some space of possible problems P . Solving problem

instance x ∈ P with algorithm A ∈ A results in a performance (often time or cost), which

in our SLAM application we will call solution error ε(A, x). The original ASP is thus to

design or learn some selector function S : P → A such that ∀x ∈ P , S(x) = A∗, where

A∗ ∈ argminA∈Aε(A, x).

In general, there may be other notions of maximizing performance, such as minimizing

processor time or minimizing the cost of a plan for solving x generated by A. Additionally,

in many cases it is not possible to guarantee S(x) = A∗∀x ∈ P , and in practice this

depends on the quality of the features that can be derived from x in order to inform S(x).

Common extensions include selecting a set of algorithms A ⊂ A to run on x in parallel,

i.e. S(x) = {A1, A4, A11}, selecting a sequence or schedule of algorithms to run, i.e.

S(x) = {A1 : (t0, t4), A4 : (t4, t11), A11 : (t11, tf )}, or dynamically adjusting the algorithm

selected online, i.e. S(xt) = S(S(xt−1)(xt−1)).

8.1.2 Additional Robotics Considerations

There are four properties of SLAM systems that preclude some of the most common

ASP approaches, as well as make the base objective a less accurate descriptor of success.

First, most of the time, even after the algorithm has run, a SLAM system will not know the

true value of ε(A, x). This is in contrast to most other applications where, for example, the

total processing time or the cost of the resultant plan is available. This makes dynamic se-

lector functions, typically implemented as classifiers or regressors that rely specifically on

fully observable features or feedback, less applicable. We could of course still apply such

methods, but as we will see there are alternative frameworks that more naturally handle this

partial observability constraint and do so while maintaining decision-theoretic optimality.
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Second, all SLAM systems, whether Kalman filters, particle filters, or pose-graph op-

timizers, are recursive, where the state estimates produced at time t are used as inputs at

time t+1. Thus, achieving particular intermediate data values or representations is to some

degree a function of the choice of solution strategy, which is true for many complex prob-

lems but not frequently modeled explicitly in ASP applications. As shown in Figure 8.2,

instances of x encountered at different points in the SLAM problem are generally not in-

dependent. Moreover, most state-of-the-art SLAM systems use sliding window pose-graph

optimization [328], meaning that optimization problems become generally more stable as

time progresses [200] and that switching modalities essentially reduces the active optimiza-

tion window size back to just the current time step. Thus, there is a cost to the stability,

and therefore accuracy, associated with switching between sensing modalities online in the

context of a SLAM system.

Third, by convention, we consider so-called passive SLAM systems that can only react

to changes in data quality or data quantity rather than preemptively act to affect sensing

conditions. At each time step, at least some component of the data required for localization

is provided in a manner beyond the control of the agent. For this reason, selecting a single

algorithm at the outset is only robust if the deployment is very constrained. Moreover,

robotic systems are often highly compute bound, and SLAM optimization is a notoriously

computationally expensive process. While it is possible to run multiple SLAM front end

feature extraction routines for various sensing modalities in parallel, it is not possible to

run multiple full SLAM systems in parallel.

Fourth, indefinite simply indicates that total the size of the problem or number of steps

is not known. As SLAM algorithms operate indefinitely while the robot is deployed, se-

lecting a schedule of different algorithms to run during the deployment is not possible due

to the unknown duration. We now formalize the robotics ASP, designed to capture the

recursive, reactive, and indefinite properties specifically for SLAM and similar robotics

problems. Selecting an algorithm to sort a list [180], for example, is recursive but nei-
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Figure 8.2: A dynamic Bayesian network (DBN) representation of SLAM inference. As
new data (Dt, yellow) from proprioception (µt) and exteroception (zt) is observed in an
uncontrolled process, it is used alongside one or more previous location estimates (ft−1,
purple), corresponding to the DBN nodes {xt−k, . . . , xt−1}, to estimate the current pose xt
(more generally, ft, blue). Here, µt and zt represent geometric constraints on the trans-
formation of the robot’s position over time. In practice, these geometric constraints must
be derived from raw data, and it is precisely this process which may produce large errors
when sensing conditions diverge from expectations. While many SLAM systems use dif-
ferent optimization procedures, including loop-closures and other explicit references to a
persistent map or other model of the world, we note that the recursive, reactive, and indefi-
nite characteristics of the problem remain the case in all SLAM systems.

ther reactive nor indefinite. Together, these properties create a more challenging problem

requiring sequential reasoning.

We retain the notation for the portfolio of algorithms A. Instead of a problem x ∈ P ,

we must represent data processed in a sequence, part of which is recursive and influenced

by the algorithm selected in the previous time step and part of which is generated indepen-

dently by the environment and only available to the robot incrementally. We represent the

latter data at time t as Dt, and the former as ft = At(ft−1, Dt); see Figure 8.2 for more de-

tails. Both ft−1 and Dt affect the performance of At. We will denote the entire, unbounded

sequence of data as τ = D0, . . . , D∞, and let τ ∈ P . Of course, τ is not known at run time,

but in some cases we may have domain knowledge that indicates some τ are more likely

than others.

Because we care about the output quality at every intermediate time step in addition

to the final time step, our objective is instead to minimize the sum
∑t∞

t=t0
ε(At, ft−1, Dt).

However, as the actual error is not fully observable, ε(At, ft−1, Dt) is instead a probability

distribution and our objective is to minimize this sum in expectation:
∑t∞

t=t0
E[ε(At, ft−1, Dt)].
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Finally, we see that since ft = S(ft−1, Dt)(ft−1, Dt), S must represent a sequence of de-

pendent decisions with stochastic outcomes, which are naturally expressed by the notion of

a policy from sequential decision making. We now give a formal definition of this problem

using the notation developed above.

Definition 2. Given an unbounded data stream τ from the set of streams P , the Per-

ception Algorithm Selection Problem is to, at each time step, select using selector S an

algorithm At from a portfolio of algorithms A such that the cumulative expected error∑t∞
t=t0

E[ε(At, ft−1, Dt)] is minimized.

This formulation generalizes several variants. For example, if we relax the partial

obervability condition on the data quality or error, we no longer need to maintain belief

over the error and thus minimize the object
∑t∞

t=t0
ε(At, ft−1, Dt), which we can see is

solvable using an MDP. If we further relax the recursive condition, we get an objective

minimizing
∑t∞

t=t0
ε(At, Dt) which is solvable via repeated classification. Last, if we relax

the reactive (streaming) data condition, we minimize
∑tf

t=t0 ε(At, Dt), which could then

be solved using existing schedule building techniques from the ASP literature since τ is

known completely in advance.

8.2 Choosing SLAM Algorithms Online

Given the key differences in robotics versions of the ASP compared to the more tra-

ditional combinatorial search applications, it is clear that dynamic ASP methods that treat

repeated algorithm selection independently, and thus employ classification or regression

techniques alone, will not maximize the updated objective. In this section we will first

describe a POMDP decision-making model we developed to solve this problem and cover

some key design choices. We will then discuss a method for generating simulations of

SLAM systems across a range of sensing conditions which we use to conduct our experi-

ments.
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8.2.1 Sequential Algorithm Selection as a Partially Observable Markov Decision

Process

Below, we denote members of the POMDP model with an overbar to distinguish them

from other variables. We propose the following POMDP model as a promising first step

towards decision-theoretic solutions to the ASP for robotics sub-systems.

• S̄: Dl×Dc×Dk×f×A, whereA is the previous algorithm {LASER,CAMERA,KINECT},

f is the quality (conditioning, number of correct data associations) of the previous

solve {1, . . . 5}, and Dl, Dc, and Dk, all drawn from {1, . . . , 3} represent the partially

observable data quality of the currently streamed data. Thus there are a total of 405

states.

• Ā: Our set of actions is the set of algorithms, A.

• T̄ : There is no uncertainty in algorithm execution. If algorithm A is selected, algo-

rithm A is executed. However, there is uncertainty in the quality of the next data Dt+1

with respect to each modality and uncertainty with respect to the quality of the out-

put ft with respect to subsequent solve attempts. We implement a small bias towards

sensing conditions remaining the same or similar since on balance this is most likely,

and we also encode a small chance of increasing the quality of ft+1, provided the

same algorithm is used and the current optimization problem maintained.

• R̄: Reward is the negative expected error of Equation (1), given α, β, and δ, which

are functions of either Dl, Dc, or Dk, depending on the which algorithm is currently

selected. We also include a mitigating factor of quality(ft)−
1
2 .

• Ω̄: Dl×Dc×Dk, where Dl, Dc, and Dk represent the quality estimates output by the

classifier.

• Ō: The observation function encodes the noise characteristics (roughly 80% accurate)

of the classifiers evaluating the suitability of each SLAM front end on the current data

Dt.
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This POMDP is too large to solve exactly, so we use an approximate technique based on

value iteration, implemented in the pomdp py library [415], which we represent compactly

as a finite state controller[46]. There are many possible extensions to this model, including

using more basic information, such as the residuals from the optimizer after each step,

analyzing the density of information matrix, or employing other, more complicated forms

of error estimation or correction prediction [9]. Moreover, using value approximators,

such as neural networks, in the context of reinforcement learning could help make this

formulation tractable for higher dimensional variants, such as adding the ability to control

external entities in some capacity [398].

Overall, the key idea is to exploit the fact that most SLAM back ends are modality ag-

nostic, and thus provide substantial opportunity to intercede between raw data acquisition

and factor graph construction. Such interventions may take several forms though in this

case we focus on ignoring or filtering out low-quality data that may be potentially mislead-

ing or distracting. Thus, we can avoid singular, monolithic front ends that in spite of their

complexity are often still susceptible to individual sensor failures.

8.2.2 Modeling SLAM Systems

While most empirical results are established for entire SLAM systems, we use the fact

that many back end pose-graph solvers are modality agnostic to focus our modeling ef-

forts on the effects of swapping out front ends only and not the entire pipeline. Empirical

measures of SLAM system performance, characterized by the probability density function

(PDF) of the magnitude of their location estimate errors, rarely coincide exactly with any

known parametric distribution. Most commonly, such error distributions are modeled as

half-normal distributions [369], or mixed distributions that include the half-normal distri-

bution [120]. This approach is adequate although not perfect if the algorithms operate in

the sensing regimes for which they were designed. However, as sensing conditions (local-

ization affordances) change due to the passage of time or the motion of the robot in the
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Figure 8.3: Error distributions used in the simulator. Half-normal, Rayleigh, and log-
normal distributions are shown in green, red, and blue respectively, while several mixed
distributions (bias-HM, bias-R, bias-LN) correspond to α = 0.8, β = 0.8, and δ = 0.8
(others set to 0.1), respectively. Mixed Avg has α = β = δ = 0.3̄.

world, these error distributions also shift in accordance with how well the given SLAM

algorithm can accurately estimate state given the current quality of the sensing data. Since

there are virtually no models for SLAM algorithm performance in unintended deployment

conditions, we propose a mixed distribution composed of a variable linear combination of

half-normal, log-normal, and Rayleigh distributions in order to model empirically observed

error distributions more realistically. This also allows more control over the shape of the

error PDF depending on the simulated sensing conditions. More formally, we simulate the

error distribution of SLAM algorithm At on data Dt as

P(ε|At, Dt)=α
( √2
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√
π
e

−ε2
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)
+β
( ε

σ2
R
e

−ε2

2σ2
R

)
+δ
( 1

εσL
√
2π
e

−ln(ε)2
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(8.1)

where α, β, and δ are functions of At and Dt, and α + β + δ = 1. σN , σR, and σL are

the standard deviation values for the half-normal, log-normal, and Rayleigh distributions,

respectively. They may be tuned to provide even finer control although in our simulator

and experiments we use constant values of σN = 0.5, σR = 0.5, and σL = 1. Figure 8.3

shows several example error distributions.

In addition to sensing conditions we also consider the amount of data currently repre-

sented in the sliding window of the optimizer. Changing modalities means that recent fea-
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tures cannot be loop-closed against, for example because ORB [311] features from RGB

images and FLIRT [362] features from lasers have no meaningful correspondence. Thus,

there exists a trade off between switching front end algorithms immediately upon receiving

bad data to avoid a bad location estimate, and maintaining a fully populated local map in

order to be more robust to future bad inputs. Though there has been work on optimizing

the size of sliding windows in SLAM solvers [200], there has been less on characterizing

the effect of window size on error distributions. The established wisdom is that window

size offers diminishing returns, reducing errors by a factor of roughly 1/n after n repeated

observations [328]. Thus, after drawing an error from the distribution in (1), we apply a

slightly more conservative reduction of 1/
√
n, up to 1/

√
nmax, where nmax = 5 is the

maximum sliding window size.

The agent moves continuously through the world between waypoints, shown in Figure

8.4, according to some maximum linear and angular velocities. It has a bounded field of

view and range for each sensor, roughly in accordance with real-world parameters. The

agent may view more than one type of environment if accessible to its sensors (it can-

not see through walls), and multiple environments may simultaneously affect the classifier

predictions regarding the localization affordances of the current location. For example,

camera-based SLAM systems operate well in cluttered, well-lit environments, but struggle

in highly aliased, high contrast, or very low light settings. If the agent is viewing two areas

which each have these characteristics, the incoming data Dt may be classified differently

than if it was viewing an obviously poor or obviously well-suited scene. We do not include

the effects of error accumulation over time or the loop-closure detection process.

8.3 Results

The primary measure of efficacy for SLAM systems, independent of a particular down-

stream task, is localization error. In the following experiments, we measure the effect of

different modality selection strategies on the average error magnitude, the distribution of
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Older Building

High Pedestrian Traffic

Modern Building

Parking Lot

Open Grassy Area

Courtyard

Figure 8.4: Example path consisting of 7 total waypoints an agent may take in an environ-
ment with 6 sub-environments, each of which have potentially unique localization affor-
dances. These affordances are affected by 6 parameters: Level of ambient light, amount
of clutter, level of dynamics, amount of perceptual aliasing, amount of empty space, and
natural versus artificial light. Each parameter can take two possible values for a total of 64
unique possible environments. In this example, the high pedestrian traffic area may have a
high level of dynamics, the courtyard may have a large amount of open space and natural
light, and the older building may have low ambient light and no natural light.

errors, and the robustness of the system to sensor failures. We also show that certain strate-

gies become relatively more effective as the space of operating environments becomes less

homogeneous. In particular, we compare the following four strategies, each of which se-

lect from the same set of 3 sensors at each time-step: RANDOM, OFFLINE, CLASSIFY, and

POMDP.

RANDOM selects a sensor randomly with uniform probability. OFFLINE first analyzes

the entire map and estimates the suitability of each sensor for each part of the map. The

sensor with the overall highest average suitability is then selected and used exclusively

for the entire deployment. This method does not use information about the planned tra-

jectory of the robot, which may visit some regions of the environment more often than

others. Although this may seem like a relatively weak baseline, this is in fact essentially

the current state-of-the-art approach, except that humans are the ones typically doing the

pre-deployment evaluation of the environment and matching it with a SLAM front-end.

CLASSIFY runs an imperfect classifier at each time step, and selects the highest scoring

modality to use that frame. This is equivalent to acting in a greedy manner exclusively
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on the POMDP observations, which are generated via a simulated classification process.

POMDP selects an algorithm based on a policy representing an approximate solution of

a POMDP modeling the problem. The primary qualitative difference between CLASSIFY

and POMDP is that the POMDP represents and reasons about the effects of its current

algorithm selection on the quality of future inputs, whereas CLASSIFY does not.

For all experiments, data was collected by randomly generating an environment, estab-

lishing several waypoints for the robot to navigate to, and then simulating and recording

the localization errors. For a given number of sub-environments (2-10), all methods were

run a total of 10 times over the same 10 randomly generated maps.

8.3.1 Minimizing Cumulative Error

Unsurprisingly, the POMDP method accumulates the least localization error in simula-

tion,1 with an average per-pose error across all 90 trails of 0.27m and a standard deviation of

0.12m. CLASSIFY, OFFLINE, and RANDOM obtained averages of 0.41±0.14, 0.44±0.15,

and 0.93 ± 0.10 meters, respectively. The differentiating factor seems to be the approach

employed during transitions in sensing conditions. While the CLASSIFY method always

selects the highest scoring method regardless of history, and is thus susceptible to noise,

the belief dynamics within the POMDP act as a sort of low-pass filter on the noisy sensor

suitability observations, enabling the POMDP to continue using high-quality optimization

problem initializations (ft−1) when the lapse in reported signal quality is transient. In

81% of sequences where the robot moves from one modality to another, it took more than

two consecutive observations where the current choice was ranked lower than the sensor it

eventually selected.

1When interpreting the simulation results, we focus on the relative performance of different methods
rather than their absolute performance, since the latter has little meaning in the isolation of simulation.
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Figure 8.5: Distribution of localization errors for all trails with a total of 4 sub-environment
types. Other numbers of sub-environments show a similar trend, although their means shift
slightly. Note that errors exceeding 3m were capped at 3m for the purposes of visualization.

8.3.2 Avoiding Catastrophic Failures

Perhaps the most important characteristic for deployed SLAM systems is to avoid large

errors. Some large errors can not only cause immediate problems in terms of trajectory

following or route planning, but they can also cause difficulty when trying to re-localize

or detect loop closures. Therefore, techniques that can reduce such catastrophic state esti-

mation errors are employed frequently, and include a wide array of methods from simple

thresholds to complex graph optimization. Here, we show the distribution of errors pro-

duced by each approach (Figure 8.5).

There are two key takeaways. First, the POMDP-based solution clearly enables the

most robust data conditions for localization. Second, we see that the OFFLINE method

has 2 modes. The first (µ ≈ 0.1) results from localization when it is operating in the

environment for which its chosen sensor is well-suited, and the second (µ ≈ 0.8) occurs

when it is operating in unfavorable sensing conditions. This set of events represents types

of deployments roboticists may currently elect to avoid due to lack of generalizability.

8.3.3 Fault Tolerance

One key aspect of this system is that it can also deal with unexpected sensor failures.

In fact, there is no need to model this event differently than, for example, entering a very

dark area while previously using a camera to localize. As long as the meta-data or classifier
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for a given sensor can reliably detect an abnormality in sensor function, it can output an

assessment of its suitability as it would for any other frame. This suitability is then used

as an observation as it would be if the sensor was functioning nominally. Most powerfully,

this allows systems to employ multi-modal SLAM systems and still have the opportunity

to fall back on algorithms designed for a subset of modalities.

Table 8.1 shows the results of a set of experiments designed to test this capability.

In these experiments, we artificially restrict the set of sensors available to the RANDOM,

OFFLINE, and CLASSIFY methods, while leaving the POMDP policy unchanged. We then

run simulations (10 trials with 5 different sub-environments) as before, but generate noisy

observations that reflect the ground truth that one sensor is malfunctioning. Here, we can

see that even without this prior information the policy is able to reason about the available

options online and apply them at least as effectively as the other baseline methods, which

were designed specifically leveraging this information.

Table 8.1: Robustness to Sensor Failure

Method Working Sensors Mean Error Standard Deviation
RANDOM 2/3 0.87 0.13
OFFLINE 2/3 0.43 0.09

CLASSIFY 2/3 0.39 0.14
POMDP 2/3 0.32 0.11

8.3.4 Effect of Environment Heterogeneity

While the OFFLINE method works well in cases where we can predict pre-deployment

how likely different sensing conditions will be during deployment, we can see that the more

heterogeneous or unpredictable the operating environment becomes, the more challenging

it is for non-reactive systems to perform well. Figure 8.6 shows a graph of average local-

ization error across all trials as a function of the number of sub-environments present in

the map (number of distinct regions with different sensing characteristics, or colored re-

gions in Figure 8.4). Large values on the x-axis indicate a less homogeneous operational

environment.
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Figure 8.6: Average localization error for all trials as a function the number of sub-
environments in the map. Vertical bars represent one standard deviation.

Because OFFLINE selects one sensor, a uniform traversal of the map provides a lower

bound on the rate of optimal sensor selection of just |A|−1. Moreover, if we consider

arbitrary multimodal systems, this becomes roughly 2−|A|. Therefore, we expect the per-

formance of OFFLINE to decrease initially before converging as environment diversity in-

creases.

8.4 Conclusion

This chapter outlined a new type of algorithm selection problem for robotic perception,

devised a solution to this problem using partially observable Markov decision processes,

and detailed several experiments showing the effectiveness of online decision making and

sequential reasoning for such problems. We also presented results from a detailed simu-

lation of SLAM algorithms based on multiple modalities which show that SLAM systems

with the ability to modulate reliance on front-end data resources experience less localiza-

tion error on average as well as significantly fewer catastrophic localization errors.

Robot architectures are full of feedback loops, which makes planning about future com-

putation complicated. For example, sensor data affects state estimate, which affects route

planning, which then affects the stimuli available for sensing. In addition, new data is con-

stantly being incorporated into partially solved problems. These two complications have

been largely ignored by the AI community, presumably due to more immediate concerns

about the function of individual nodes in the architecture. Considered together, they make
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obvious the importance of sequential decision making under uncertainty when trying to

maintain operating conditions within nominal regimes across all nodes in the architecture.

In addition to all robots operating in partially observable physical environments, it is

also the norm for individual algorithms to operate in partially observable computational

environments. Typically, each node of computation within the stack has a very limited

(partial) view of the state of computation in the rest of the system, which can in some

situations dramatically affect the quality of the overall behavior. In some sense, keeping a

robot operating normally is itself a control problem due to the robot’s ability to affect the

data it receives and saves for future computation. While many roboticists have recognized

the need to address the partially observable nature of operating in the real world and the

suitability of POMDPs for modeling such problems, relatively less attention has been paid

to the (also partially observable) meta problem of maintaining computational state (in this

chapter we focus on localization) within the robotics stack.
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CHAPTER 9

AN INTEGRATED ARCHITECTURE FOR MULTI-SLAM
SYSTEMS

As has been demonstrated throughout the previous chapters, SLAM systems are com-

plex, with many components that must operate together in order to get accurate location

estimates. Moreover, these components all have different ways of processing raw or inter-

mediate information and parameters that must be adjusted. While this is already a chal-

lenging aspect of most SLAM systems, it is even more so for Multi-SLAM systems. While

incorporating additional SLAM algorithms increases planning complexity and the demand

for training predictive performance models, the core topics of this chapter are not funda-

mentally dependent on the number of SLAM algorithms within the Multi-SLAM portfolio.

Planners that reason about on-line SLAM algorithm execution and the predictive mod-

els of SLAM algorithm performance that inform them are the major building blocks of

multi-SLAM systems, however, there are many other auxiliary problems that must be

solved before these systems may be deployed. Such problems largely fall into two cat-

egories: 1) issues that must be solved in order for the system to run at all, and 2) issues

that must be addressed for the system to reach something near its maximum potential. This

chapter will focus on topics within both categories.

First, several issues arise when using asynchronous exteroceptive sensing. This is not

a completely novel problem, but the vast majority of SLAM systems use one or more very

high frequency proprioceptive sensors and just one, lower frequency exteroceptive sensor.

The problem arises when choosing discrete points in time at which to represent the robot’s

pose in the problem. Most of the time, this problem is hidden within a subscript. x1 is not
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“the robot’s pose at time t = 1.000s”; it is instead the first point in time we would like to

solve for the robot’s pose exactly. This may be any time with respect to a wall clock. Thus,

the act of creating variables (poses) {x1, . . . ,xn}, whether within a Kalman filter, parti-

cle filter, or pose-graph, is a form of discretization. In most systems, there is an obvious

choice for how this should be done, which is to create poses for every exteroceptive sensor

reading, or some subset of them defined by simple rules like minimum estimated displace-

ment or minimum elapsed time. However, these choices are not at all straightforward when

the robot is receiving information from different exteroceptive sources that are similarly

frequent, but not synchronized, either together or in some constant, known phase.

As with typical systems, we can still represent this problem as a dynamic Bayesian net-

work (DBN). However, this DBN becomes significantly more complicated for two reasons.

First, simply adding a second set of exteroceptive readings at arbitrary times and with an

independent generative model (map) adds some complexity. Second, although it is easy

to just add additional nodes (represented as variables in subsequent solves) to the DBN,

in practice we do not want to solve this problem exactly since, for the same time period,

the optimization problem it creates is roughly twice as expensive. Thus, we will need a

method for reasoning about which sub-problem from within the DBN we should represent

at a given time, with the primary challenges for this decision coming at points when the

system decides to switch SLAM front-ends from one modality to another.

The second issue we will tackle is the following: It seems plausible that even if features

extracted from raw sensor data are not used immediately, for example, because they were

from a laser and the camera-based system was chosen at the time, these features may have

value in mapping and loop-closure processes, either later in the same deployment or in

subsequent deployments. Moreover, the addition of reliable features within the map, even

if not originally used for their own registration, may alter the relative reliability of different

SLAM systems that encounter the same location again in the future, possibly under differ-

ent sensing conditions. For example, if the robot is operating outside in relatively low light
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and thus uses its laser to localize, it may still observe salient features with its camera. Upon

revisiting that location in daylight, having access to these features within a map such that

it may find correspondences within the current frame will likely reduce localization error.

This chapter introduces several data structures and algorithms already used within

SLAM systems and extends them for use in Multi-SLAM systems. Specifically, we will

focus on trajectory estimation and representation using asynchronous sensors, and multi-

modal map representations. The realities of asynchronous sensing are one of the most

commonly overlooked or assumed-away challenges in SLAM. However, in highly dynamic

applications such as driving or flying, these issues are unavoidable. There are several re-

lated but distinct phenomena variously referred to as synchronization problems in robotics.

Here, we are interested in asynchronous exteroceptive signals, which have roughly the same

rate, but are not time synchronized, even if they are time calibrated [354]. Thus the times

at which each sensor captures the state of the outside world may not be the same, regard-

less of whether the time at which the signals are received by the computer estimating state.

We are also considering only single-agent problems, and the asynchronous label does not

indicate problems or constraints on inter-agent communication [219]. Finally, we are not

necessarily addressing problems of synchronizing maps, as may be the case when sensing

configuration or robot operations require turn-taking or non-overlapping signals [61].

We are also restricting our discussion to a certain subset of sensor types and SLAM

system designs. Problems with asynchronicity may be addressed through the use of fun-

damentally different types of sensors that provide more or less streaming data, such as

event cameras [267], or by changing the nature of the SLAM optimization problem (find

the MLE trajectory) from a non-parametric problem to a parametric one, where time is a

continuous-valued parameter. So-called continuous-time SLAM systems represent trajec-

tories as parametric equations, where the optimization process finds parameters rather than

locations at fixed times [71, 396]. For example, they may represent the robot’s trajectory

as a polynomial or other type of spline. This does elegantly solve many synchronization
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problems but also requires selecting the proper parametric form, which may or may not be

harder than solving synchronization problems in the discrete formulation.

With respect to discrete-time SLAM systems, the most common synchronization ap-

proaches use the high rate of most IMU signals a type of quasi-continuous signal that can

be aligned or integrated to reduce errors from out-of-sync sensors [149]. This concept can

be extended with the addition of buffers for signals from one sensor waiting to be fused

with other data [184], or to cases where the asynchronization takes one of a finite number

of known forms [341]. Other approaches mitigate the effect of late, delayed, or low-rate

data by changing optimization window size [165].

Multi-SLAM systems have an additional requirement in that we want to be able to

construct and initialize optimization problems in a flexible manner that may use or represent

different, potentially disjoint, subsets of information. For example, if the POMDP decides

to switch front-ends, then we need to construct and initialize a new optimization problem

with factors related to the chosen set of modalities. There have been proposals to essentially

interpolate between relative transform factors of different modalities in SE(3) in order to

define single points in time to instantiate pose estimates [110], but it is unclear if this

approach can handle switching between problems or retroactive solving, which are the

primary complications in Multi-SLAM.

As outlined in chapter 2, there are many different representations of a robot’s operating

environment, and these representations are heavily contingent on both the robot’s expected

tasks as well as its sensor suite. Since, Multi-SLAM systems are designed to be task ag-

nostic, we are mostly interested in how to support storage, access, and manipulation of

map information across many different modalities and intermediate representations. Here,

we will restrict our attention to metric maps, or maps that at least contain some metric in-

formation, although many points also apply to topological maps [253]. In general metric

maps may be represented in a number of different ways, including landmarks and keypoints

[403], dense raw data such as RGB-D images [127], dense parametric representations like
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line segments and planar facets [248, 258], object-level entities or other semantic labels to

groups of data [224], or latent within a neural network [25]. Neural network maps have be-

come popular in the computer vision community recently, but they generally not practical

since they require a large amount of labeled data from the area that needs to be mapped be-

fore being able to localize. That is, they cannot realistically be applied to SLAM problems,

only to localization problems after the fact. For more on different map representations and

their pros and cons, see the excellent survey from Cadena et al. [50].

At a high level, maps facilitate two (sometimes more) behaviors: (1) localization, and

(2) navigation. Depending on the environment, available sensors, and task, the data struc-

tures that support localization algorithms may be different than those that support navi-

gation, both route planning and trajectory planning. For example, a robot that localizes

by matching keypoints from an RGB camera cannot navigate safely using those keypoints

alone since there is no guarantee that all physical obstacles in its environment will be repre-

sented as keypoints. Maps that facilitate additional high-level planning beyond localization

and navigation are often quite complex in order to be effective [295].

There have also been proposals to build general libraries that try to cover a range of pos-

sible representations [368], although it is unclear how often these types of generic packages

are adopted in practice. Recently, there has been some more targeted work aimed specifi-

cally at map reuse and flexibility within a small subset of sensor choices. ReSLAM [308]

is a method for map storage that uses a multi-resolution reconstruction to support different

possible cameras. We propose a family of representations and map building algorithms

that target a middle ground between these approaches using clustering to adaptively and

conservatively produce useful, stable, and informative artifacts from multiple modalities.

Theoretically, these representations can support large number of different sensor-task com-

binations without exhaustively populating irrelevant data structures.
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9.1 Multi-SLAM Systems

The two problems outlined above have solutions that are largely independent, and we

will cover them in the following two subsections.

9.1.1 Dynamic Bayesian Networks for Multi-SLAM Systems

Dealing with asynchronous data can be modeled as a dynamic Bayesian network (DBN)

like that in Figure 9.1. This is not a wholly new model, but does represent a level of com-

plexity not typically expressed in SLAM problems. Systems that do use multiple extero-

ceptive sensors often fuse them into a single time stamp before adding them to the DBN,

though in our case we would like the ability to completely and independently switch be-

tween sensor streams. The crucial problem surfaces when a switch between localization

methods is suggested. At this point, a new optimization problem must be built using a dif-

ferent subset of the DBN. Moreover, this new problem will likely not share any variables

with the problem solved at the last time step. Without modifying the problem setting by

maintaining some factors for continuity, this is likely to cause instability or poor localiza-

tion estimates. However, this problem may be mitigated by initializing the problem with

mixed sets of variables representing multiple modalities as a way of “stitching” the two

independent estimation problems together in a smooth way. Moreover, we want to avoid

adding or keeping constraints to the problem that are possibly erroneous or of otherwise

low quality.

For example, consider the factor graph in Figure 9.2. Here, factors labeled u are from

an IMU, odometer, or other high-frequency, proprioceptive sensor, and factors z1 and z2 are

from exteroceptive sensors — in this case a camera and LiDAR, respectively. In general,

there may be arbitrarily many sensors, each returning measurements z1, . . . , zk. Subscripts

simply indicate the temporal order in which signals were received. As the robot operates,

it receives signals at discrete points in time from all sensors. The goal of whichever SLAM

front-end is selected is to calculate accurate factors given the most recent perception data
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Figure 9.1: A dynamic Bayesian network modeling the location estimate of a robot using
two asynchronous exteroceptive sensors.

and then add them to the graph. Factors u only exist between subsequent poses because

they arise from sensing the robot’s own motion and cannot be related to more distant poses

except through constraining intermediate poses. Thus, conditioned on the previous pose,

the current pose is independent of all but the most recent ego-measurement u. Factors z,

since they come from measuring the outside world, may theoretically relate any two poses.

The process of adding factors at specific points in time that coincide with particular

measurements essentially discretizes the trajectory estimation problem. It is possible to add

new pose estimates whenever any measurement is recorded, but this often results in graphs

(and thus optimization problems) that are quickly far too large to solve online. Thus, a

common strategy to reduce the number of variables in the optimization problem, and one

that we adopt here, is to pre-integrate inertial measurements before creating pose variables

[210, 106]. We do this by starting with the equations for the incremental change in orien-

tation R, velocity v, and position p recorded between each inertial measurement:
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R(t+∆t) = R(t)Exp(ω(t)∆t)

v(t+∆t) = v(t) + a(t)∆t

p(t+∆t) = p(t) + v(t)∆t+
1

2
a(t)∆t2.

(9.1)

Given the update rule for each timestep, we can combine them to form a single mea-

surement over many timesteps as

R(t+ 1) = R(t)
∆−1−1∏
k=0

Exp(ω(t+ k∆t)∆t)

v(t+ 1) = v(t) +
∆−1−1∑
k=0

R(t+ k∆t)a(t+ k∆t)∆t

p(t+ 1) = p(t) +
∆−1−1∑
k=0

v(t+ k∆t)∆t+
1

2

∆−1−1∑
k=0

R(t+ k∆t)a(t+ k∆t)∆t2,

(9.2)

where a is the linear acceleration, ω is the angular velocity, Exp() is the exponential map.

For simplicity here, we have omitted explicit notation representing the IMU biases, gravity

terms, and noise terms, which are occasionally helpful in making explicit models, but in the

case of the noise are not directly observable and in the case of the gravity and bias terms,

may be rolled into the final measurement prior to pre-integration.

Given a pre-integrated inertial measurement ut, we can derive a cost function, rep-

resented by a factor in the factor graph, that represents the negative log-likelihood of the

expression P(xt|xt−1, ut). Similarly, factors can be derived for exteroceptive measurements

by minimizing reprojection errors of salient features observed in different frames, leading

to the expression P(xt|xt−1, ut, zt). If we consider a fixed window of past measurements

of size n, we get P(xt−n:t|xt−n−1, ut−n:t, zt−n:t). The naive extension of this expression to

include multiple, asynchronous sensors is P(xt−n:t|xt−n−1, ut−n:t, z
1
t−n:t, . . . , z

m
t−n:t), which

produces the objective function
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X∗
t−n:t = argmin

t∑
i=t−n

||(xi−1 − xi)− ui||2

+
∑

zij∈C1

||(xi − xj)− zij||2

+ . . .

+
∑

zij∈Cm

||(xi − xj)− zij||2.

(9.3)

While potentially expensive to evaluate, and potentially containing inaccurate or erroneous

constraints, this cost function is fairly straightforward to construct. If we identify some

particular modality zl as being low quality, we can simply omit the corresponding factors

from the objective.

Occasionally however, it may be advantageous to actually delay including new factors

in the graph in order to either determine their quality more reliably by gathering more

data or minimize the risk of getting low quality solutions due to having small, poorly con-

ditioned problems. Moreover, if a maximally accurate pose estimate is not immediately

required, the robot may be able to save computation by foregoing a full solve and relying

on methods like dead reckoning for short periods of time. Sometimes it may also be better

to delay inference in order to see what kind of signal will be available from the next asyn-

chronous reading before committing to solving a problem using the current modality. In all

of these cases, this creates a higher level decision problem of which data to use and which to

either delay using or discard altogether. Here, we do not provide a solution to this problem,

but we do show how the desired factor graphs can be constructed straightforwardly.

For example, consider Figure 9.2. If the robot began operating using front end 1, and

at time t switched to front end 2, there are several plausible factor graphs that could rep-

resent the new inference problem, depending on exactly what information was deemed

reliable. The first option is to make a hard switch (Figure 9.2(a)), immediately removing

all data from z1 occurring before t from the problem, and leading to the probability expres-

sion P(xt+ϕ|xt−1, ut−ϕ:t+ϕ, z
2
t−ϕ, z

2
t+ϕ), where ϕ represents a variable offset in time between
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when signals from z1 and z2 are captured. Note, ϕ is not necessarily a constant throughout

operation.

a)

b)

Dead-reckoning

t=2

Figure 9.2: Full multi-SLAM factor graphs. Circles represent potential variables in the
problem. Squares represent constraints between variables based on either matching be-
tween measurements (z) or integration of high-frequency measurements (u).

The second option is to try to stitch the two problems together by continuing to include

factors from the previous front-end. Here, we want to avoid instantiating poses for both

the set of timesteps when z1 captures data and the set of timestamps when z2 captures data

since this will make our problem more expensive to solve. To do this, we can use the fact

that for any given timestep we have multiple independent paths through the factor graph

which lead to the same pose variable, regardless of which front end is synchronized with

that particular pose. Thus, we can construct non-redundant factors that combine previous

proprioceptive and exteroceptive factors in a manner that summarizes the existing informa-

tion in the factor graph without double counting. For example, in Figure 9.2(b), in addition

to the new set of variables (green), we can instantiate two different constraints (blue and
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purple) composed of completely separate data that both link the initial pose x0 to subse-

quent poses discretized at times xk+ϕ which align with sensor 2, and thus avoid a prolonged

period of dead-reckoning.

Last, the case of delaying the creation of poses is also straightforward. Dead-reckoning

alone requires no new optimization since we are using only one source of information.

Thus, it is possible to integrate IMU or odometry indefinitely. If, after some delay, it is

determined that past sensor data should be used, and thus new pose variables and factors

are required, we can simply partition the proprioceptive data at the corresponding points

and construct a factor graph that is identical to the one that would have been constructed

without delay.

These variations are in fact all special cases of a more general, meta-problem of decid-

ing what information to use when estimating a trajectory. In the past, significant attention

has been paid to so-called ‘robust SLAM’ methods that detect and ignore, through various

mechanisms [343, 181, 141] potential bad loop closures. That is, they reduce the impact

of, or remove altogether, certain factors zi if it is determined later on that they are erro-

neous or inaccurate enough to degrade the quality of the trajectory estimate. This problem

is also related to work on determining the size of sliding windows during sliding window

optimization [200]. The proposed graphical structure is also highly reminiscent of multi-

robot SLAM systems. Given the potential need to manage a heterogeneous fleet of robots

with different sensors and SLAM algorithms, the proposed model may provide a reason-

able starting point. Given the complexities of these problems and the likely challenges of

analytical models, this may be a good candidate for machine learning algorithms in the

future.

9.1.2 Maps for Multi-SLAM: Storage, Access, and Manipulation

We propose a combination of approaches for map storage and representation that trades

memory and computation, some of it offline, for a more flexible and hi-fidelity model
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of the environment. First, we maintain independent maps for each sensor type that are

registered using trajectories copied from the Multi-SLAM system output, so there is no

feedback between different trajectories updating, creating updated maps, and then creating

other updated trajectories. This, of course, limits some of the ability of this representation

represent alternative features, but it is also substantially less complicated. Creating and

maintaining independent maps also allows these maps to be used by other robots that may

not possess the same exact sensor suite, since they can access feature types independently.

However, registering these features accurately is not straightforward due to their non-

alignment in time with respect to other sensors. We solve this problem by simply using

the high-frequency proprioceptive data to interpolate between the pose estimates of the

selected front-end at any given time. At a high level, this strategy leaves a lot of room for

flexibility since the underlying data may be anything from raw images to ORB features to

semantic objects like vehicles or doorways. During deployments, there will also be many

instance where observations of the world reveal some useful information that determines,

for example, the existence of a reliable low-level feature, but are inconclusive with respect

to a higher-level question, such as the existence of a particular semantic class or the co-

occurrence of features of multiple types.

One possible solution is to spend time offline to cluster data in a hierarchical, agglomer-

ative manner, where lower level representations are iteratively combined into higher-level

entities [250]. For example, as shown in Figure 9.3, individual laser returns can form line

segments, line segments can form objects, and different collections of object classes can

form different types of places. The benefits are 3-fold. First, if run offline, the algorithm

has the advantage of a complete global perspective on all modalities of data and relatively

unlimited compute time, both of which are not available during runtime. Second, clustering

naturally deals well with partial observability and low-quality data since it has the option to

simply omit the current data from being used in the next level of analysis. For example, if it

is not clear whether a particular line segment can be conclusively attributed to a particular
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object, it can remain in its current representation. Last, it allows the use of other models

for localization that require a latent model of the environment and then attempts to match

currently observable features. Such models may be very expensive to compute online.

Hierarchical agglomerative clustering (HAC) essentially takes all the products of each

front end and iteratively combines them into higher level representations. Here, we use

a technique from so-called ‘infallible’ classification, where objects may remain partially

clustered (classified) if there is not enough data to continue combining them. In our ap-

plication, we use this technique to form multi-modal features and high-confidence regions

within the map by spatially clustering features that were originally independently detected

by RGB data or LiDAR data. Such features and regions can then be used later to perform

more robust feature selection and matching during subsequent localization events, even if

the modality used to localize is different than the modality used to originally register the

features during map construction.

Figure 9.3: Right: an example of partially complete clustering of depth data. Black dots are
individual laser observations; orange ellipses represent line segments identified via cluster-
ing; blue ellipses represent closed objects; green ellipses represent groups of objects. Left:
an example dendrogram. Note that many objects do not connect all the way to the top
layer, since the map lacks the data to conclusively determine their membership in a larger
group. However, they can persist in the map and be clustered later should that data become
available.
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9.2 Results

The goals of the following experiments are relatively simple. We would like to test if

multi-SLAM systems allow a greater range of operating environments than SLAM systems

that rely on a single front-end, or systems that use rules, rather than learning, to select

SLAM front-ends. Here, we will look at the distribution of localization errors with respect

to ground truth as the primary measure of success. However, there are other measures,

such as computation, that could be additionally considered in future studies. As before

we will use the KITTI data set, since we require ground truth and multiple modalities

simultaneously, whereas in the previous chapter, training could be split by modality across

datasets. This is because the robot needs to have the option to use or ignore data from any

modality at any point, and we need to be able to measure its performance against some

ground truth value, regardless of its choice.

In addition to accuracy, we also test the robustness of the multi-SLAM system with

respect to sensor degradation. We do this by artificially altering the raw data online, be-

fore it is sent to the SLAM front end. As before, we use the ORB-SLAM2 and CAE-LO

algorithms, in addition to allowing the multi-SLAM system to also choose to use neither

and instead rely only on inertial sensors, or so-called dead reckoning. We also implement a

method for selecting front ends based on heuristics rather than learning or planning, which

we call Multi-SLAM HEURISTIC and use as a baseline. This model simply looks at the

overall intensity (or depth, for LiDAR), and the number of features. If either quantity is too

high or too low for a given modality, it prevents that data from being used. If all modal-

ities fail, it selects dead-reckoning. A more performant overall system could in theory be

constructed using state-of-the-art SLAM solutions for each modality [74, 412, 70].

Our last set of experiments investigate the potential quality of maps constructed from

one modality which are registered using localization estimates from an independent modal-

ity. One experiment simply tests the reuse of independent maps constructed using multi-
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(a) Translation Error (b) Rotation Error

Figure 9.4: Distributions of localization error. It is encouraging, although perhaps not
surprising, that simply choosing between several sub-optimal solutions can in fact improve
performance significantly. Note the optimal curve is computed by taking the minimum
error between all systems available (ORB-SLAM2 and CAE-LO) at each time step. The
optimal curve of course does not represent a zero-error solution.

SLAM, and the second uses infallible-HAC to post-process multi-modal maps and tests

their localization performance.

9.2.1 Multi-SLAM Localization Accuracy

Here, we compare the accuracy performance of multi-SLAM on KITTI data against

the constituent SLAM algorithms and Multi-SLAM HEURISTIC. Figure 9.4 shows the

distribution of translation and rotation errors for each approach. The histograms are aggre-

gated across all 11 trajectories with ground truth from the KITTI data set. Here, we see

that Multi-SLAM performs significantly better than either individual algorithm, and also

significantly outperforms the rule-based heuristic selector.

However, we should note several important caveats. First, these experiments were per-

formed using SLAM algorithms that are already relatively performant, due to their open-

source implementations. It is an open question if benefits of the same magnitude extend to

systems with much different performance profiles. Moreover, the data set used, although

it contains some challenging aspects, is meant to be more or less ‘in distribution’ for most

SLAM systems, meaning that it does not contain many of the most challenging sensing

178



edge cases. Furthermore, the sensors used to collect this data are exceptionally high qual-

ity, and we ran these experiments without significant compute constraints or real-time con-

straints. Thus, there is still significant empirical work to be done to validate this result on a

broader spectrum of potential applications.

Last, we must highlight that the ‘optimal’ curve shown in the figures is not a theoretical

limit, even given the underlying algorithms Multi-SLAM is selecting from. This is because

Multi-SLAM may solve distinct optimization problems that are not a subset of the problems

that ORB-SLAM2 or CAE-LO would solve. Thus, further improvements to the problem of

which features to include could theoretically create optimization problems whose solutions

result in even lower levels of error than even the best possible solutions from systems that

use all features.

9.2.2 Robustness to Sensor Degradation

To test robustness to sensor degradation, we apply several different treatments to raw

camera and LiDAR data. For camera data, we apply Gaussian blur, simulated occlusion,

intensity shifting, and salt and pepper noise. For Gaussian blur, we convolve a 5×5 Gaus-

sian kernel withthe raw image. To simulate occlusion, we randomly sample a contiguous

patch of the image that contains between 25% and 50% of the image and set all pixel val-

ues to the mean intensity of the image. To shift intensity, we randomly choose a number

between 40 and 80 and add or subtract that number from all pixel values, capped at 0 and

255. Last, for salt and pepper noise, we randomly select 10% of pixels and set the to either

white (max value) or black (min value) with equal probability.

For LiDAR data, we also apply blur, occlusion, and noise. We do not implement an

analog for intensity shifting. Blur is applied in the same fashion with a Guassian kernel

of size 3×3 due to the lower resolution of the depth image, although for rays that return

nothing, we omit them from the calculation and re-normalize the remaining kernel weights.

We model occlusion by also through a similar process, but instead set values to represent no
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Treatment Multi-SLAM ORB-SLAM2 CAE-LO
Blur (Camera) 0.018 0.112 -

Occlusion (Camera) 0.021 0.033 -
S&P Noise (Camera) 0.022 0.043 -
Intensity (Camera) 0.018 0.076 -

Blur (LiDAR) 0.023 - 0.099
Occlusion (LiDAR) 0.022 - 0.054
S&P Noise (LiDAR) 0.013 - 0.020

No Treatment 0.012 0.023 0.018

Table 9.1: Mean translation error in meters for different SLAM systems under different
adverse input treatments.

Multi-SLAM ORB-SLAM2 CAE-LO
Blur (Camera) 0.0051 0.1906 -

Occlusion (Camera) 0.0096 0.0683 -
S&P Noise (Camera) 0.0051 0.0091 -
Intensity (Camera) 0.0070 0.0252 -

Blur (LiDAR) 0.0055 - 0.1295
Occlusion (LiDAR) 0.0054 - 0.0778
S&P Noise (LiDAR) 0.0044 - 0.0063

No Effect 0.0041 0.0055 0.0051

Table 9.2: Mean rotation error in degrees for different SLAM systems under different ad-
verse input treatments.

return rather than a specific depth. Last, to apply salt and pepper noise, we again randomly

sample 10% of rays and replace the given value with either the no return value or the

minimum range value, with equal probability.

Tables 9.1 and 9.2 show the effect of different signal perturbations on SLAM algorithm

performance. Overall, the performance seems to be much more robust to individual signal

corruption, which is to be expected since this is what we designed for. In some cases, such

as signal blurring, it seems that the system essentially used only the non-affected sensor

input for the entire duration. It is also clear that the performance predictions are not uni-

formly good over all treatments. For example, even when the camera suffered substantial

occlusion, ORB-SLAM2 was still selected enough of the time to significantly degrade per-

formance below what would have been possible using CAE-LO alone. This is perhaps due
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to the greater feature density from the camera images making up for a relatively limited

field of view. Regardless, more work is necessary to understand this particular case.

9.2.3 Repeated Localization

In this experiment, we want to test two related hypotheses. First, that maps populated

with features from one front-end but registered using the pose estimates from multi-SLAM

are at least as reliable for localization as maps populated by the same features used to

register poses. And second, maps containing only features identified through clustering are

more reliable for localization than maps containing all features.

To test the first hypothesis, for each trajectory we record which SLAM front-end (ORB2

or CAE-LO) was invoked the least. After making a map of feature registered using Multi-

SLAM, we play back the trajectory again and this time force localization to be done with

the lesser-used SLAM algorithm. Overall, across all 11 trajectories, we find that local-

ization accuracy contains roughly 1.17 times as much error with respect to translation es-

timates and 1.52 times as much error with respect to orientation estimates. We find this

disparity larger than anticipated, although rotation is notoriously more difficult to estimate

accurately. One possible reason for this is that some features that are ignored during the

operation of Multi-SLAM should never have been detected in the first place. For exam-

ple, if ORB features are not used in a given frame, it is not known whether they are only

marginally less reliable or are completely erroneous. In the latter case, relying on them in

the future could create significant error.

To test the second hypothesis, we collect all features from all 11 trajectories using

Multi-SLAM and register all features to the same global map. We then run clustering

using simple Euclidean distance threshold for determining cluster membership. There are

9 total cluster types, based on size: singletons, groups of 2-4, and groups of 5 or more,

and present modes: RGB only, LiDAR only, and both. Finally, given these clusters and

each feature’s membership within some cluster, we run ORB-SLAM2 again over the 11
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trajectories. However, when localizing, we weight the cost of each feature by looking up

the type of cluster it belongs to, where larger clusters that include both depth and RGB data

are given higher weight compared to smaller clusters of those that include only RGB or

only depth. This method results in a 4.1% reduction in average translation error and a 6.5%

reduction in rotation error, which although not large, is promising for the future utility of

such clustering methods in map reuse and flexibility.

9.3 Conclusion

In this chapter we presented two different problems of data organization and relation,

one related to constructing the proper inference problem and one related to constructing

the best model of the world, and presented some possible solutions. We then tested those

solutions and found that although it is difficult to prove from first principles that they are

optimal in some sense, they nevertheless allow us to use multi-SLAM systems effectively

and flexibly. We also discussed the implications of some of our design choices on the over-

all life cycle of robots that implement multi-SLAM systems. Specifically, we investigate

how such systems may allow a greater spectrum of tradeoffs between development and

deployment costs, and how practitioners may navigate them.

One difference between this chapter and most previous chapters is that the problems

discussed here are largely the result of design decisions rather than a priori questions about

accurate inference or optimal behavior, much like other problems that exist only because

of the way a system is architected [246]. While easy to express, it is often much more

challenging to convincingly and definitively answer and these questions or evaluate their

solutions. This difficulty might be due to the relevance of both quantitative attributes like

efficiency or memory footprint and qualitative attributes like flexibility, generality, or intu-

itiveness, some of which are functions of the mathematical formulation of the data struc-

tures and algorithms and some of which are tied to the role a given system plays within the

given robotics architecture.
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When we look at the extent to which such tradeoffs exist, we can see there is an impor-

tant crossover point in robotics where design decisions have mathematical consequences

in terms of the problems they create. Moreover, when design or architecture decisions are

viewed systematically with respect to their effects on the entire system we may be able

to apply mathematical models and analyses, in addition to qualitative evaluations, to help

make design decisions. Multi-SLAM systems represent a compelling case of algorithmic

development potentially driving research on robotic architecture and subsequent analysis

of the science of integration — understanding how how, why, and to what effect systems

may be composed of other systems, and introducing systematic, mathematical analyses of

decisions that are currently challenging to predict and evaluate.
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CHAPTER 10

CONCLUSION

10.1 Summary of Contributions

This thesis has touched on several problems relating to different components of typical

SLAM systems, and the solutions proposed for these problems have relied on a variety

of mathematical techniques and design philosophies common in robotics. These include

outlier rejection, portfolios of models, abstraction of constraint types within pose-graph

optimization, specialized feature detection, supervised learning, and sequential decision

making under uncertainty. Chapters 3-6 focus on SLAM algorithms for robust perception,

dealing with imperfect information and noisy sensor readings. Several different mathemat-

ical models are proposed that allow better filtering of outliers (Chapter 3), better manage-

ment and application of portfolios of models (Chapter 4), augmentation of graphical models

to include information originating from multiple sources (Chapter 5), and specialization of

several SLAM algorithms for regular, indoor environments with low quality sensors and

very limited computation (Chapter 6).

Specifically, in Chapter 3 we discuss an approach to creating blue-print style maps

of permanent features of an environment from data collected over multiple deployments.

The key benefit of this approach is that it constructs maps that allow more reliable local-

ization since observations from transient objects in the environment are less likely to be

erroneously matched to features in the map. Thus, with the proper scheme for rejecting

observations when computing p(z|x), the robot is less likely to fundamentally misinter-

pret its observations. We also take care to minimize the memory footprint of the map and
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make it scale with area explored rather than duration of deployment, all while retaining

machine-level precision and uncertainty estimates.

In Chapter 4 we discuss an approach for lane identification of autonomous vehicles un-

der topological uncertainty, where the main innovation is to reduce reliance on maps of the

roadway system, which for large-scale operations are difficult to keep up-to-date. We do

this by removing the assumption that the given map is perfect, and instead use the map as

a prior belief about the topology of the road, over which there is some uncertainty. This

uncertainty is handled by employing a population of models that reason about whether the

current observations contradict the topology implied by the model and then use the best

fitting model to represent the map at any given moment. Another innovation presented is

that, in addition to observations of the environment such as lane markings, we also use

observations of other vehicles on the road under the assumption that their behavior is also

conditioned on the topological structure of the road. This allows further reduction of re-

liance on expensive maps and global sensors like GPS since observations of other agents

often compliment lane marking data.

In Chapter 5 we discuss an approach to augmenting typical graph-SLAM with data from

a human, which we term Human-in-the-Loop SLAM. It is relatively easy for even non-

experts to identify errors maps, but it is not obvious how to translate map errors identified

by humans into additional constraints on the robot’s trajectory. Human-in-the-Loop SLAM

takes a small amount of human input, creates new, potentially rank-deficient constraints,

adds them to the original optimization problem, and re-solves the problem to generate a

more accurate map without the need to re-collect data or increase the solver’s compute

budget. This not only drastically reduces the cost of generating an initially poor map, but

it also allows for types of constraints, between parts of the environment that may have

only been observed once, that are normally impossible to generate even with perfect data

association.
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In Chapter 6 we discuss an entire SLAM system designed for detecting, matching,

optimizing, and compressing features easily detected with very inexpensive depth sensors.

Due to the limitations of such sensors, many of the most reliably detectable features do not

fully constrain a robot’s relative motion from frame to frame are thus rank-deficient. Rank

deficiency (in 2D and 3D) poses challenges both for calculating feature correspondences as

well as formulating robust optimization processes. We provide methods for both challenges

as well as methods for storage and manipulation of map items, similar to methods discussed

in Chapter 3, but with the added difficulty of doing so incrementally online rather than all

at once during post-processing.

Throughout, a key focus has been on using readily available or existing resources, often

in the form of robustly detectable information, easily supplied human feedback, or exist-

ing code to overcome challenging perception problems. Many of these projects could be

categorized as benefiting from different forms of specialization, and while specialization

is not the only way to improve robotic perception performance, there have already been

many works on the core mathematical concepts underpinning state estimation, making fur-

ther research relatively less likely to offer substantial marginal benefit. In addition, the

fact that robotic perception systems so clearly benefit from relatively minor additional as-

sumptions about their operating environments makes understanding patterns and synergies

within and between these specialized methods an important goal in the realization of per-

formant robotic systems; and this thesis represents a small step towards these goals. There

is perhaps no better class of SLAM algorithms that represent these truths than those that

compose SLAM front ends, particularly feature detection and correspondence calculation.

Chapters 7-9, motivated by insights from work on the systems presented Chapters 3-6,

present several key building blocks in the construction of Multi-SLAM systems that al-

low effective dynamic integration of multiple SLAM front ends. These include predictive

front end performance models (Chapter 7), belief-space planning for online SLAM front

end selection (Chapter 8), and graphical modeling and factor graph construction that han-

186



dles multiple, asynchronous, multi-modal front end outputs (Chapter 9). Together, these

components represent a novel and effective strategy for robust SLAM.

In Chapter 7, we discuss how to learn performance models of SLAM algorithms that

can predict the magnitude of error in the rotation and translation estimates of SLAM sys-

tems conditioned on both the current sensor input as well as the features extracted from

the input and a representation of the state of the solver prior to the additional of the newest

information. They key insight is that such a model is not only learnable using deep convo-

lutional neural networks, but also that even imperfect performance models, if their uncer-

tainty estimates are well-calibrated, can supply a useful signal to a planner. Various other

ablation studies regarding architecture and loss functions, and issues with creating balanced

training data sets, are also presented.

In Chapter 8, we discuss the formulation of a belief-space planner for online SLAM

front end selection. Key complexities are identified with respect to the well-studied algo-

rithm selection problem, including recursion, reactivity, and indefiniteness, that necessitate

an updated problem formulation for which belief-space planning within a POMDP is a

natural solution. The resulting novel decision-making problem captures trade offs when

choosing between SLAM front end algorithms online and allows us to solve the problem in

a manner that, in expectation, minimizes the total error in the trajectory. One particularly

nice property of this method is that regardless of the quality of the underlying data, front

ends, or performance models, as long as the uncertainty estimate from the performance

models is well-calibrated, the planner will make the optimal choices.

In Chapter 9, we discuss two key issues related to the implementation of Multi-SLAM

Systems. While the abstract dynamic selection of algorithms may in theory reduce trajec-

tory estimate error, this technique creates several complex modeling and inference prob-

lems. This chapter describes new variations of dynamic Bayesian networks needed to

model the process of switching between SLAM front end algorithms and new techniques

for stitching together maps made using different modalities.
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10.2 Future Work

If mobile robotic systems of the future will require SLAM capabilities, which at the

moment seems far more likely than not, then these systems will either A) be monolithic

in nature, drawing on a fixed set of sensor inputs combined according to a fixed algorithm

determined pre-deployment or B) they will not be monolithic, instead adapting, combining,

or selecting methods of signal processing and inference dynamically as the robot operates.

How exactly they may do this is not fully constrained at present, for example systems may

perform ‘hard’ switches between algorithms, as proposed in this thesis, they may include

and reject subsets of outputs from different front-ends, or they may employ a dynamic

weighting scheme over front-end data. However, one fact is certain: there is no third

option, middle ground, or hybrid solution; SLAM systems either have the capability to

dynamically change their reliance on the present data, or they do not.

The overwhelming majority of SLAM research over the last 4 decades, indeed all but

a handful of papers, primarily on robust optimization, have investigated hypotheses related

solely to scenario A. The work and ideas presented in this thesis, to the best of my knowl-

edge, represent a significant fraction of the academic literature regarding the feasibility of

option B. Though there are many other works that use POMDPs to reason about different

control options for other robotic tasks, the new class of SLAM systems proposed, which

we call ‘Multi-SLAM’ systems, offers a distinctly new paradigm of research in SLAM and

begets several promising research directions in both SLAM and robotics at large.

Future research on Multi-SLAM systems has many possible avenues, with several in

particular roughly corresponding to the problems outlined in chapters 7-9. Better perfor-

mance prediction, better planners, and better integration between individual SLAM systems

will each significantly increase the capability of Multi-SLAM systems. Multi-SLAM sys-

tems also stand to benefit from an ever increasing volume of open-source SLAM software,

and efforts to organize these disparate code bases for use within Multi-SLAM systems

could be very impactful. More robust SLAM systems also have knock on positive effects

188



on the study of other robotics problems, since SLAM capable robots can be deployed un-

der a larger number of conditions and thus allow us to access new experimental domains in

order to test new hypotheses.

Furthermore, many of the general principles presented here need not be unique to

SLAM systems, and a hypothesis for future consideration is whether this general approach,

where decisions are made over libraries of highly specialized, off-the-shelf algorithms, can

be applied effectively to other quintessential robotics problems for which definitive, uni-

versal solutions do not seem near at hand. The work presented in the latter chapters of this

thesis may provide a foundation for the study and development of many other versions of

‘Multi-X’ systems targeting different modules within the robotics stack. The idea of lever-

aging the redundancy that modularity and specialization produce within robotics, along

with decision making over the space of existing algorithms, may be extended to a variety

of robotics sub-tasks as a realistic option for greater robustness and generalization. There

are many other perception, planning, and control tasks which, much like SLAM, share a

simple mathematical formulation but may be solved in a variety of operational contexts,

thus producing a vast number of different problem instances with different, specialized so-

lutions. All such problems, such as grasping, motion planning, or object tracking, may in

theory be target applications for the same type of multi-algorithm system that generalizes

Multi-SLAM. Although systems for these problems that ‘just work’ may not be imminent,

the time for seriously considering such systems in our collective research has certainly

arrived.

10.3 Final Thoughts

There are very few low-level problems unique to robotics; most have origins in other

fields, like computer vision, planning, or control. There are also very few high-level tasks.

In fact, some may argue that there are only two: getting from point A to point B, and

manipulating objects. However, the incredible range of different conditions under which
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these tasks may be performed and the unpredictability of operating in the physical world

have, rightly so, lead to a large number of specialized modules that each take advantage of

structures within different types of data. As a core component of getting from point A to

point B, the SLAM problem, whether as currently formulated or re-envisioned, will need

to be solved.

With respect to localization and state estimation we already have many powerful tools,

and while no solution method is strictly best, their trade offs are relatively well understood

and quantified. However, although not new, the mapping component of SLAM has proven

to be even more formidable and has captivated me from the beginning of my interest in

robotics. In my opinion, this difficulty stems from the fact that the generative models that

explain the dynamics of the world and how it appears require knowledge at many levels of

abstraction to describe correctly. Without such models the ‘data association problem’, the

problem of reasoning about whether or not a given observation originates from a previously

observed object or place in the world, is extremely challenging and SLAM as a whole

becomes much more precarious. Currently, I consider the data association problem to be

the most immediate challenge for deploying robots reliably in the open world.

While AI and robotics researchers are often very good at choosing a single level of

abstraction for a given problem, having to build data structures and update models that

support a wide range of phenomena is an area where there is still a lot of work to be done.

Moreover, maps generated via SLAM will likely eventually go beyond just supporting state

estimation, and so far researchers are generally still searching for the most appropriate data

to store and the best representations for that data. This is most apparent in many recent

threads of work on using multi-modal data, particularly text, RGB, haptic, and depth, to

learn, build, or encode, knowledge about how stimuli from these different modes might co-

occur. These attempts are still in the relative early stages and the effect of multi-modal data

on modeling for robotics remains to be seen. Learning and representing types of knowledge

about the world other than spatial and topological have drawn attention from many fields
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beyond robotics and while this is good in that it raises the probability of useful discovery, I

also understand it as an indication of the fundamental difficulty of this problem.

An additional, perhaps more mundane, challenge on the horizon is that of experimen-

tation. Most other fields of AI, like planning or learning, have access to optimal solutions,

simulators, or labeled data sets. If the goal of a SLAM system is state estimation in the

real world and kilometer scale, then getting ground truth often requires prohibitively ex-

pensive sensors or external systems. Moreover, as SLAM systems become more advanced

they become harder to program and this is exacerbated when there are other constraints

such a computation, memory, or sensor quality, all of which are very natural extensions of

understandable cost constraints that virtually every deployed system will experience. It is

possible that, together, these challenges are producing an environment where it is increas-

ingly difficult for small-scale experiments or those localized to a specific SLAM algorithm

to be impactful. Because there are a huge number of different ways SLAM algorithms can

be connected and integrated to form different SLAM system architectures, the importance

of a particular algorithm is limited to scenarios where that algorithm is selected by a devel-

oper for a particular SLAM system. What these changes are producing, however, may be

the forerunner to a more formal study of SLAM system architecture in which Multi-SLAM

systems could be an archetype, or possibly even larger robotic architectures more generally.

The study of robotics, as I have come to understand it, is largely a science of integra-

tion. Understanding how to get a distributed system of sensors, computers, and motors

to understand and interact with the world is largely a problem of understanding how to

compose these many algorithms together in a manner that reduces the system’s susceptibil-

ity to the perturbations in input that come with operating in a complex and unpredictable

environment. This type of meta-level question is itself probably the most unique aspect

of robotics, and to me is one of the most compelling reasons why approaches like Multi-

SLAM are worth investigating; they represent a microcosm of some of the most important

questions roboticists need to answer in order to achieve reliable systems.
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Moreover, this problem formulation offers a unique and convenient level of abstraction

for reasoning about tasks at many points in the robotics stack, and takes advantage of the

rich tradition of specialization and collective desire for modularity within engineering and

robotics systems. Rather than needing to invent a unifying theory of a task (e.g. local-

ization, grasp planning, etc.) for every task we can instead embrace the heterogeneity of

existing algorithms and capabilities and unify only the process of reasoning about which

one is appropriate for the current task. Or, more broadly, we can study how to compose

solutions to many small problems into a larger architecture that leads to far more robust

system behavior.
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De Cristóforis, Pablo. Long-horizon active SLAM system for multi-agent coor-
dinated exploration. In European Conference on Mobile Robots (2019), pp. 1–6.

[274] Parasuraman, Raja, Barnes, Michael, Cosenzo, Keryl, and Mulgund, Sandeep.
Adaptive automation for human-robot teaming in future command and control sys-
tems. Tech. rep., DTIC Document, 2007.

[275] Pasetto, Damiano, Camporese, Matteo, and Putti, Mario. Ensemble Kalman filter
versus particle filter for a physically-based coupled surface–subsurface model. Ad-
vances in Water Resources 47 (2012), 1–13.

[276] Paz, Lina Marı́a, Jensfelt, Patric, Tardos, Juan D, and Neira, José. EKF SLAM
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